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Abstract

Nowadays, broadband applications, such as interactive video and multimedia services,
have further increased the demand of bandwidth, and thus make high speed
multi-wavelength optical access network highly desirable. Wavelength division
multiplexing passive optical network (WDM-PON) is a promising candidate to realize
the next generation optical access networks due to its dedicated bandwidth for each
subscriber and more flexible bandwidth management. As the network traffic is
becoming more data-centric, more networking capabilities are required to provide the
data service in a more flexible and reliable way. In this thesis, we have proposed and
investigated several interesting optical multicast overlay schemes and network
protection architectures for WDM-PONs. Optical multicast overlay technique can
support the additional multicast transmission on the existing point-to-point data
services, while network protection architectures can assure network availability with
short tfraffic restoration time. We will briefly discuss our work in the following

sub-topics.

Optical multicast overlay in WDM-PON: Traditional WDM-PONs support only
two-way point-to-point data transmission between the optical line terminal (OLT) and
the individual subscribers, via the respective designated set of wavelengths. To
enhance the network flexibility, it is more desirable to support various different modes
of data or video delivery such as broadcast and multicast, in addition to point-to-point
transmissions. In this thesis, we systematically investigate the problems and propose
our several feasible schemes to overlay multicast transmission onto the existing
point-to-point traffic in a WDM-PON. In the first approach, the control of the
multicast transmission is achieved by a simple polarization-assisted scheme at the

ii



OLT. By the cross-use of wavelengths, a separate path is provided for the multicast
differential phase shift keying (DPSK) data from downstream point-to-point
amplitude shift keying (ASK) data without additional light sources, which guarantees
the transmission performances in both directions, since the upstream ASK signal is
imposed on the multicast DPSK signal. We have also demonstrated its variant, in
which an optical switch replaces the polarization-assisted control for multicast
transmission. The second approach is based on the optical carrier suppression (OCS)
technique at the OLT so as to generate the optical subcarriers or sidebands for
multicast ASK data modulation. The downstream unicast data is modulated in DPSK
format, which will be re-modulated with the upstream ASK data at the respective
optical network unit (ONU). As the downstream unicast signal and the upstream
signal are carried on different fiber feeders, while the upstream signal and the
multicast signal are carried on different subcarriers, though on the same fiber feeder,
the possible Rayleigh backscattering effect is much alleviated. In the third scheme, by
using subcarrier modulation technique, we have first successfully overlaid two
independent multicast data streams simultaneously onto a WDM-PON, which is
believed to further enhance the network capability for multiple destination traffic and
improve the cost effectiveness for the future network. Finally, we will provide a

comprehensive comparison on all the proposed schemes in this topic.

Survivable network architectures for WDM-PONs: A survivable WDM-PON
architecture which can provide self-protection is attractive to avoid enormous loss in
data and business due to fiber cuts. To facilitate the network management, the
protection switching is realized at the OLT. In this thesis, a simple centrally controlled
survivable WDM-PON architecture employing OCS technique is proposed. Protection

switching at the OLT employs electrical switches to control the clock signal for the
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protection sub-carrier generation, via optical carrier suppression. Both distribution and
feeder fibers are protected simultaneously. By employing inverse-RZ (IRZ) format for
the downstream transmission and non-return-to-zero (NRZ) for the upstream
re-modulated signal, the optical network units are kept colorless and simple. On the
other hand, wavelength division multiplexing/time division multiplexing
(WDM/TDM) hybrid network, which combines TDM technology and WDM
technology, can further increase the network reach, transmission capacity, and reduces
the cost per subscriber. Although the bandwidth per subscriber in a WDM/TDM PON
is less than that in a WDM-PON, it is still considered as a smooth migration from
TDM-PON to WDM-PON. In this thesis, we have proposed a novel WDM/TDM
PON architecture which can provide self-protection using a ring topology to connect
the subscribers. Finally, we will provide a comprehensive comparison on all the

proposed schemes in this topic.
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Chapter 1Introduction
1.1 High speed optical access networks

In the current Information Age, optical communication has played an important role in
the telecommunication networks, because it can transmit ultrahigh speed data over
extremely long distance, due to the broad bandwidth and low transmission attenuation
provided by optical fibers. A typical telecommunication network can be divided into
three parts [1]: long-haul transport networks, metropolitan area networks and access
networks. The long-haul transport networks, also known as backbone networks,
usually span thousands of kilometers connecting major network hubs in different
countries across different continents. Optical fibers have been the dominant media to
support such long distance and high speed transmission systems. Metropolitan area
networks, serving as feeder networks between the access networks and the long-haul
networks, usually cover a range from 10-km to 100-km, which adopt a circuit-based
synchronous optical network (SONET)/synchronous digital hierarchy (SDH) as its
major technique to provide a high-speed data transmission. Access networks, covering
a range of only tens of kilometers (0 — 20-km), provide connections for end users.
They have to deliver the end-user data and applications to a large number of

subscribers. This thesis will focus on access networks.

Access network, which is also called “first-mile network”, connects service providers
at central offices to the end subscribers. With the rapidly increasing bandwidth
demand mainly driven by the development of advanced broadband multimedia
application, such as video-on-demand (VoD), interactive high-definition digital
television (HDTV) and video conference, novel broadband access network solutions
that provide high capacity is highly desirable to satisfy these IP-based services.

Several technologies including digital subscriber line (DSL), hybrid fiber coax (HFC),
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Wi-Fi, Fiber to the home (FTTH), have been proposed to solve the bandwidth
bottleneck existing in access networks. Given the cost-sensitivity of access networks,
the copper wire based access network technologics, such as DSL schemes, are
currently the predominant access network solutions. However, they are not considered
as future-proof solutions, because these copper wire based infrastructures have been
approaching their own fundamental specd limitation. For instance, the most rcecent
DSL [2] scheme, very-high-bit-rate DSL, version 2 (VDSL2) permits the transmission
of asymmetric and symmetric aggregate data rates up to 200 Mbit/s but with severe
distance limitations shorter than ~300 meters. Thus, it can not always accommodate
the future bandwidth demand imposed by the broadband services such as
high-definition television (HDTV). On the contrary, optical access networks, which
used to be abandoned in 1980s due to their immature technology and prohibitively
high costs, have again been discussed and considered as a promising solution, since
the deployment cost has been steadily reduced thanks to the remarkable progress of
photonic and fiber-optic components in recent years. Fiber based optical access
network can deliver extremely high bandwidth over a distance beyond 20 km and
meet the requirements of current and predicted future voice, data and video services.
Passive optical network (PON) is viewed as an attractive solution to realizc optical
access networks, because they are capable of very high speed transmission with a
distance as long as 20 km. Furthermore, the cost of the network deployment and
maintenance can be effectively reduced because they employ only passive optical

components in outside plants.
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1.2 PON architecture

ONU;

M ONU,

oLT * ————— RN |~ - ONU;
—a
Upstream

ONUy

[Feeder Network Distribution
Network

Fig. 1.1 The architecture of a passive optical network

Fig. 1.1 is a typical architecture of passive optical network (PON), which comprises
of three main network components: the optical line terminal (OLT), the remote node
(RN), and the optical network unit (ONU). In a PON, the OLT located at the network
operator’s premises, delivers the downstream data to the RN via a long fiber link,
named as feeder fiber. The downstream data are then de-multiplexed at the RN, before
destined to the ONUSs located at end user premises, via pairs of shorter fiber links
named distribution fibers. At the ONU, the downstream data is received by users,
while the upstream data, such as users’ request information will be forwarded to the
OLT after being collccted and multiplexed at the RN, Because the RN is shared by all
ONUs in the network and the required fiber length is much less than the case of direct
connections between ONUs and the OLT, the network deployment cost is significantly
rcduced [1]. Besides, in a PON, the network between the OLT and the ONUs are

passive, 1.e., it contains only passive network components without any power-supply
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components, such as electronic amplifiers or regenerators. This reduces the
deployment difficulty and enhances the maintenance convenience. Moreover, the
network can benefit the network operators to allow easy upgrade to higher specds,
since upgrade has to be done only at the network operator’s central office, where the
relevant active components are hosted. However, since the PON is a
point-to-multipoint network, mechanisms to control the shared media access for end
subscribers may be needed, in order to avoid any collision in transmissions.
According to different mechanisms used in PONs to control the shared media access,
PONs can be sub-divided into several types. Time-division-multiplexed PONs
(TDM-PONs) and wavelength-division-multiplexed PONs (WDM-PONs) are two

most popular and representative PON technologies employed nowadays.

1.2.1 TDM-PONs

— | onu;
J/(
ONU,
1480~1550 nm K =4
OoLT —e - ONU;
< 1310 nm %
3
) ~—~ | ONUg
e . ONUy

Fig. 1.2 The architecture of a TDM-PON

When time-division-multiplexing technology 1s adopted in a PON to control the
shared media access, the network is known as a time-division multiplexed PON
(TDM-PON) or power splitting PON (PS-PON) [3], whose architecture is shown in

Fig. 1.2 [4]. In a TDM-PON, downstream and upstream data are carried on different
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optical carriers, i.e. 1480nm ~ 1550 nm for downstream and 1310 nm for upstream, to
avoid their interference and both the downstream and the upstream carriers are
time-shared among all ONUs by time division multiplexing technique. The
downstream data are power-split into multiple replicas via a tree splitter at the RN,
before being broadcast to all ONUs. At each ONU, the desired downstream signal can
be filtered out by its designated time slots. In the upstream transmission, in order to
avoid data transmission collision, only one ONU is permitted to transmit data at one
time in its allocated time intervals. The way to allocate or schedule the time intervals
between all the ONUs is known as a point-to-multipoint media access control (MAC)

protocol, which is necessary in a typical TDM-PON.

Time-division-multiplexing based schemes are now the preferred solutions for PON
networks, because each ONU is allowed to transmit data in the allocated time slots
dictated by the OLT. This lowers the relevant costs as only a single upstream
wavelength is needed and a universal type of ONU can be deployed in every site.
There are currently three main TDM-PON schemes, including Broadband PON
(BPON) [5], Ethernet PON (EPON) [6], and Gigabit PON (GPON) [7], which have
been standardized and deployed by network operators for access network applications.
The latest version of BPON provides speeds up to 1244 Mbps and 622 Mbps for
downstream and upstream respectively, while GPON can provide a symmetric
downstream/upstream data rate up to 2488 Mbps, compared with EPON which are
working towards a bit rate up to 10 Gb/s recently. All the three standards employ
TDM technology to share the transmission bandwidth among all ONUs. The power
splitter used at the RN limits the number of ONUs that a TDM-PON can support due
to the power budget as well as the shared bandwidth. In order to avoid any possible

collision at the RN in upstream data transmission among different ONUs, bandwidth
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has to be allocated among ONUs utilizing TDM technology, which needs media
access control (MAC) protocol to assign different ONUs with different time intervals
for transmission, known as dynamic bandwidth allocation (DBA) [8]. There is also
another problem about the security in such a network architecture, since the
downstrcam data are always broadcasted to all ONUs which may lcak some sensitive
information to others, such as your banking accounts. Therefore, an extra encryption
mechanism 1s needed. Moreover, the variation in transmission distance between each
ONU and the OLT may cause the variation in signal power as well as phase alignment
of received upstream signals at the OLT, which requires upstream traffic
synchronization. Besides, burst mode receivers are necessary at the OLT to adapt their
gain according to the received peak intensity so as to recover the clock and phase of
the received upstream signals. 10G-PON, also known as XG-PON [9], was proposed
as the next generation 10G standard compatible with GPON using new wavelength
bands. Although it can provide higher speed than a conventional GPON with
improved transmission security and power saving, its 10G capacity is shared by all the
users connected to the same PON. Therefore, it still has bandwidth limitation for

single subscriber and suffers from the problems in a typical TDM-PON.

The limitations and problems existing in a TDM-PON can be alleviated by
introducing wavclength division multiplexing technology (WDM) into PONs, which
used to be considered a high-cost solution. However, with the ever-increasing
bandwidth decmand in access network and the availability of low cost optical
components thanks to the development of photonic and fiber-optic components and
mass production process, the wavelength division multiplexed PON (WDM-PON) has

recently attracted much attention from both researchers and service providers.
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1.2.2 WDM-PONs

Fig. 1.3 demonstrates typical architecture of a WDM-PON [10-12], which has been
viewed as a promising solution for PONs to bring truly enormous bandwidth to the

end subscribers by fully utilizing fiber transmission capability.
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Fig. 1.3 The architecture of a WDM-PON

In a TDM-PON, upstream and downstream transmissions use only one wavelength for
each directional transmission, whose bandwidth is inherently shared among all end
users. However, in a WDM-PON, each ONU uses separate dedicated wavelengths to
communicate with the OLT. It has a similar architecture with TDM-PON, except that
a WDM multiplexer or de-multiplexer replaces the power splitter at the RN. The
WDM multiplexer or de-multiplexer usually made of an array waveguide grating
(AWG) [13] or thin-film filter, routes different wavelengths to their destined ONUs.
At each ONU, the downstream data carried on the destined downstream wavelength
are detected, while the upstream data are modulated onto the designated upstream
wavelength before being transmitted back to the OLT, via the RN. Since the
connection between the OLT and an ONU is realized by a set of dedicated
wavelengths, a WDM-PON is inherently a point-to-point network and requires no

point-to-multipoint MAC. Moreover, there is no sharing of bandwidth among the
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ONUs, which enhances the privacy and independence of the ONUs. Because of the
independence and privacy of an ONU, the data rates for the wavelengths can be
different, leading to the flexible bandwidth scalability for each ONU, for different

kinds of scrvices.

Since the a WDM-PON can provide a “unlimited” bandwidth although with expensive
ONUs, many leading network operators or service providers in the world, such as
NTT in Japan [14], Verizon [15] and SBC [16] in USA have paid a lot of attention to
the deployment of WDM-PONs. Meanwhile, many novel technologies have been
utilized in the WDM-PON system, such as “colorless” ONUs [17], advanced
modulation formats [18], multicast overlay [19] and survivable architectures [20].
With the development of all these novel technologies, a more flexible and scalable
WDM-PON system supporting longer distance, higher bit-rate with much reduced

cost can be expected in the foreseeable future.

1.3 The challenges to enrich the networking

capability of WDM-PONs

With the development of Internct based application, such as IPTV and video
conference, a large amount of data arc transmitted through the access network, which
not only requires broadband transmission but also a flexible and reliable transmission
to enrich its networking capability. Traditional WDM-PONs support only
point-to-point transmissions between the OLT and ONUs by employing dedicated
wavelength for each ONU. Therefore, a basic WDM-PON suffers from the sole data
delivery mode and limits the networking capability when different modes of data or

video delivery such as broadcast and multicast are necessary to cope with more
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diverse multimedia and data services available for broadband access. Moreover, the
point-to-multipoint tree architecture further limits the networking capability since it
has limited protection feature, which may cause enormous loss of data or even

business during any failure of component or fiber.

1.4 Major contributions of this thesis

As mentioned above, a traditional WDM-PON is currently faced with the challenge to
increase its networking capability which comes from its sole point-to-point data
delivering mode and the lack of protection mechanism. This thesis will cover two
technologies to enrich the networking capability, including optical multicast overlay
and network protection architecture. Optical multicast overlay technique can support
the additional multicast transmission on the existing point-to-point data services,
while network protection architectures can assure network availability with short

traffic restoration time.
1.4.1 Optical multicast overlay in WDM-PONs

Multicast technology employed in a WDM-PON can significantly enhance the
networking capability by providing additional multicast transmission on the existing
point-to-point data services, which improves the resource utilization efficiency for
multiple destination traffic and improves the cost effectiveness. Optical multicast can
be realized by establishing one-to-many light paths on the optical layer, and thus
reduces the loading of the electronic network processors or routers on the network
layer and achieves much higher processing speed. In order to realize optical multicast
overlay on a WDM-PON, two crucial features have to be carefully designed, namely

how to overlay the multicast traffic to the existing network infrastructure which is
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carrying the two-way point-to-point traffic, as well as the overlay control technique
for connection reconfiguration. In this thesis, we have proposed our three feasible
schemes to overlay multicast transmission onto the existing point-to-point traffic in a

WDM-PON.

In the first approach, the control of the multicast transmission is achieved by a simple
polatization-assisted scheme at the OLT. By the cross-use of wavelengths, a separate
path is provided for the multicast differential phase shift keying (DPSK) data from
downstream point-to-point amplitude shift keying (ASK) data without additional light
sources, which guarantees the transmission performances in both directions, since the
upstream ASK signal is imposed on the multicast DPSK signal. We have also
demonstrated its variant, in which an optical switch replaces the polarization-assisted

control for multicast transmission.

The second approach is based on the optical carrier suppression (OCS) technique at
the OLT so as to generate the optical subcarriers or sidebands for multicast ASK data
modulation. The downstream unicast data is modulated in DPSK format, which will
be re-modulated with the upstream ASK data at the respective optical network unit
(ONU). As the downstream unicast signal and the upstream signal are carried on
different fiber feeders, while the upstream signal and the multicast signal are carried
on different subcarriers, though on the same fiber feeder, the possible Rayleigh

backscattering effect is much alleviated.

In the third scheme, by using subcarrier modulation technique, we have first
successfully overlaid two independent multicast data streams simultaneously onto a
WDM-PON, which is believed to further enhance the network capability for multiple
destination traffic and improve the cost effectiveness for the future network. The

11
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control of the multicast transmissions is achieved by controlling the clock signal for

optical tone generation as well as an optical switch at the OLT.

1.4.2 Survivable network architecture for WDM-PONs

A survivable WDM-PON architecture which can provide self-protection is attractive
to avoid enormous loss in data and business due to fiber cuts, which is another
technology apart from multicast to enhance the networking capability discussed in this
thesis. To facilitate the network management, the restoration switch used for self

protection is realized at the OLT.

We have proposed and investigated a simple, centrally-controlled, survivable
WDM-PON architecture with colorless ONUs. The proposed protection switching
mechanism is based on alternate path routing of optical subcarriers generated by
means of applying OCS technique to the light source in each transmitter at the OLT.
No additional dedicated light source for protection switching is needed. Only
electronic switches, instead of optical ones, are required at the OLT to trigger the
control clock signal in the OCS process, thus guaranteeing a fast traffic restoration
time. Both the distribution and feeder fibers are protected against the possible fiber
cut failure. Besides, by employing inverse-RZ (IRZ) format for the downstream
transmission and non-return-to-zero (NRZ) data for the upstream re-modulation, the

ONUs remain colorless and simple.

On the other hand, wavelength division multiplexing/time division multiplexing
(WDM/TDM) hybrid network, which combines TDM technology and WDM
technology, can further increase the network reach, transmission capacity, and reduces

the cost per subscriber. Although the bandwidth per subscriber in a WDM/TDM PON
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is less than that in a WDM-PON, it is still considered as a smooth migration from
TDM-PON to WDM-PON., In this thesis, we have proposed a novel WDM/TDM
PON architecture which can provide self-protection using a ring topology to connect
the subscribers, which can successfully protect both the distribution and feeder parts

of the network with a fast recovering time.

1.5 Outline of this thesis

The organization of the remaining chapters of this thesis will be as follows:

Chapter 2 reviews the typical architectures and novel technologies employed for WDM

PONSs.

Chapter 3 reviews previously proposed multicast enabled WDM-PON architectures
and proposes our novel optical multicast overlays in WDM-PONs. The operation

principles are explained and experiments are demonstrated.

Chapter 4 first reviews several survivable architectures for WDM-PONs. After that,
we proposed a novel survivable architecture for WDM-PONs using optical carrier
suppression and another survivable for WDM/TDM PONs. The experiments for both

architectures are demonstrated to verify their fast recovering time.

Chapter 5 gives a summary of this thesis and suggests possible futurc work.
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Chapter 2 WDM-PONs

2.1 Introduction

Recently, TDM-PON schemes, such as BPON, EPON, and GPON, have been
standardized and deployed by network operators for broadband access network
applications including video, data and voice. However, TDM-PONs have a
multipoint-to-point (MP2P) connection between ONUs and the OLT and the
bandwidth is shared among ONUs, which not only limits the transmission capacity for
per ONU but also causes the problems of sccurity and requires burst mode receivers.
In order to break the bandwidth limitation provided for per subscriber and to alleviate
the problems existing in TDM-PONSs, wavelength division multiplexing technology
was introduced into PONs, known as WDM-PONs, in which each ONU uses
dedicated separate wavelengths to communicate with the OLT. The connection
between the OLT and an ONU is realized by a set of dedicated wavelengths, implying
a WDM-PON is a point-to-point network, which requires no sharing of bandwidth
among the ONUs. Thus large transmission capacity can be provided to a single ONU
with enhanced privacy and independence, since the bandwidth resource of a single
wavelength is no longer shared and can be dedicated to specific ONU. In addition,
good scalability of the bandwidth is shown for each ONU, since the data rates for
different wavelengths can be different, which can be employed to support different
kinds of services in nowadays network applications. Therefore WDM-PONs have
regarded as a promising approach to deliver high speed scrvices to both business and
residential subscribers and attracts much attention in recent years. In this chapter, we
will review the architectures for WDM-PONs as well as some employed enabling

technologics for the network.
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2.2 WDM-PON architectures

Several WDM-PON aichitectures wete proposed by incoiporating wavelength
dependent devices n the conventional PON systems based on tiee topology The
earliest tree-shaped WDM PON was known as the passive photonic loop (PPL)

[21-22], as shown in Fig 2 1
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Fig 2 1 The Passive Photonic Loop architecture providing independent, two-way
transmission for N subscribers [21]

In the architecture accommodating N subscribers o1 ONUs, 2xN different
wavelengths were employed to construct 2xN independent transmisston links between
the OLT and subscribets, both 1n downstieam and upstieam transmissions, say A, A,
for the upstream and downstieam tiansmission of subsciiber# 1espectively The N
downsticam wavelengths (Avs1 Aan) were collected at wavelength  division
multiplexer at the cential office before being delivered to the remote node, which
touted the wavelengths to the destined subsciibers The upstream wavelengths
(M An) were destined to the central office via the transmussion links In this way, the

two-way transmission between the OLT and each subsciiber was realized on only one
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piece of feeder fiber and one piece of distribution fiber. However, totally 2xN
different wavelengths were required when only N subscribers were supported, which

lowered the resources utilization efficiency and increased the cost of the scheme.
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Fig. 2.2 Schematic of a single-fiber CPON [23]

In order to increase the bandwidth utilization efficiency in PPL, a WDM-PON called
composite PON (CPON) was proposed in [23-24] as shown in Fig. 2.2. In the system,
WDM technique was employed for the downstream traffic in the 1550 nm band, while
a single wavelength in the 1300 nm band was shared by the upstream traffic via TDM
technique. At the RN, both a WDM demultiplexer and a power splitter were needed to
route the downstream wavelengths and combine the upstream data respectively. By
using TDM for the upstream traffic, only (N+1) wavelengths were needed to support
N ONUs, but TDM required MAC protocol for upstream transmission and burst mode

receivers at the OLT.

The local access router nctwork (LARNET) was proposed to work about the
limitation brought by TDM in the CPON [25] as shown in Fig. 2.3. Instead of using a
single wavelength in the uplink for all ONUs, a broadband light source (BLS), e.g.
light-emitting diode (LED), was employed at an ONU. The BLS, carrying the
upstream data, was fed into the waveguide grating router (WGR) at the RN, where its

spectrum would be sliced and selected. Therefore, different ONUs would have
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different wavelength components to carry the upstream data after the RN, although
they had the same BLS at the ONUs. TDM technique was no longer necessary for the
upstream transmission in the LARNET, Moreover, the low cost of BLS, such as

edging-emitting LEDs, can reduce the cost of the ONU.
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Fig. 2.3 Schematic of architecture of LARNET with N wavelength channels [25]

Another architecture called remote interrogate of terminal network (RITENET),
which was similar to the LARNET, was proposed to avoid transmitters at the ONU by
remodulating the downstream wavelength for upstream transmission [26]. At the
ONU, part of the downstream power was used for data reception, while the rest
unmodulated power was modulated by the upstream data and sent back to the OLT. At
the OLT, a tunable laser and a tunable receiver were used for all ONU channels, which
required TDM both for upstream and downstream traffic. When an array of
transmitters and receivers replaced the tunable components as in [27], TDM technique

was needed neither in uplink nor downlink. However, two different fiber links were
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necessary to separate the upstream and downstream transmissions on the same
wavelength channel.

In order to increase the scalability of the network to support more ONUs, a multistage
AWG-based WDM-PON was proposcd in [28]. By exploiting the periodic routing
property of the AWG, a given wavclength could be reused by more than one ONU.
The architccture had good scalability to accommodate more ONUs either by
employing more wavelengths at the OLT or cascading more stages of AWGs. Fig. 2.4
has shown an example of multistage AWG-based WDM PON supporting 32 ONUs

using 16 wavelength values, generated by two laser sources.
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Fig. 2.4 An example of a multistage AWG-based WDM-PON with 32 ONUs [28]

Besides the architectures employing tree topology, WDM-PONs can also be
constructed in ring topology. Fig. 2.5 shows a WDM nctwork featuring shared virtual
rings, in which a network node (NN) and multiple access nodes (ANs) are connected
into a form of ring [29]. In the architecture, the network node sent out multiple
wavelength channels to the ANs. At an AN, the pre-assigned wavelength channel was

selected via the Waveguide Grating Router (WGR) both for downstream data
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detection and upstream data remodulation. Due to the WGR used at the AN, an AN
could support multiple end stations attached to it either in a star topology when
employing different wavelengths for different end stations or in a sub-ring topology

when a single wavelength was shared among end stations via TDM technique.
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Fig. 2.5 The architecture of a WDM network featuring shared virtual rings [29]

Although a WDM-PON has been considered a promising solution for broadband
optical access network, the number of the supported ONU is limited by the available
wavelengths even in a dense WDM-PON, and the cost for per subscriber is also high
as it can not be shared by other subscribers, which has hindered its application in an
access network, Moreover, one subscriber may not need the whole tens of Gb/s
bandwidth of a single wavelength for most of present access applications. Therefore, a
PON combining WDM and TDM technologies to optimize network performance and
resource utilization, known as WDM/TDM hybrid PON, has attracted more and more
attention nowadays. In a typical WDM/TDM PON, a number of wavelengths are
deployed and each wavelength can be shared among a group of ONUs or subscribers
via TDM technique instead of allocated to a single ONU. Thus, a WDM/TDM hybrid

network can increase the network capacity by enlarging the number of subscribers a
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single wavelength can accommodate, while keeping the cost per subscriber much
lower than that in a traditional WDM-PON, since the cost for a single wavelength
transmission can be shared among a group of ONUs or subscribers. Besides, the
WDM/TDM hybrid PON also incrcases the resources utilization efficiency by
allocating the wanted bandwidth to other subscribers. In this way, WDM/TDM hybrid
PON has been considered as a smooth and economical migration from TDM-PON to
WDM-PON by offering large network capacity with a low cost per subscriber and

attracted much attention recently.
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A WDM/TDM hybrid optical access network based on a collector ring and
distribution star networks, named as SUCCESS, was proposed in [30] to support both
existing TDM-PONs and WDM-PONSs, which is shown in Fig. 2.6. In the SUCCESS,
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a collector ring connects the OLT and all the remote nodes (RNs), which were served
as the star centers for ONUs, and kept a point-to-point connection to the OLT in logic,
since no wavelength was reused on the ring. The RN had passive optical splitter or
AWG as well as a 2x2 optical switch in it, as shown in Fig. 2.6(b). When there was a
passive splitter in the RN, one dedicated wavelength on DWDM grid was used to
broadcast the downstream data for the attached ONUs, which had Fabry-Perot (FP)
lasers for upstream data on CWDM grids. On the other hand, if an AWG in the RN,
each ONU had its own dedicated wavelength on a DWDM grid to communicate with
OLT. The optical 2x2 switch in the RN could provide a better protection and
restoration capability. When a fiber cut occurred in the ring, the power loss of the
downstream would trigger the 2x2 optical switches embedded in the affected RN,
and the state change of the switches could restore the transmission of the RNs by
flipping its orientation. In order to reduce the cost of network deployment and
management by relax the stringent specification of the stability of the upstream
wavelength, a possible configuration of ONU, demonstrated in Fig. 2.6(c), employed
vertical cavity semiconductor optical amplifiers (VCSOAs), which had easy on-wafer
testing and lower polarization dependence [31], [32] as well as a gain of more than 10
dB. Fig. 2-6(d) has shown the basic structure of the OLT, in which a WDM coupler
was uscd to separate the upstream CWDM channels from DWDM channels. The
separated upstream traffic could then be demultiplexed by a CWDM demultiplexer
made by thin-film filters, while the DWDM channels employed fast tunable lasers and
tunable filters to minimize transceiver counts and eased some operations of IPS. This
ring-star based architecture kept backward compatibility for TDM-PONs with an
upgrade to new DWDM-PONs. The transceiver account could be reduced by using
tunable lasers and receivers at the OLT, which were shared by all ONUs in the

network. Besides, the fast tunable lasers generated downstream data traffic as well as
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upstream data transmission for DWDM-PON ONUs.

2.3 Novel technologies employed in a WDM-PON

In order to increase the cost efficiency and networking capability in the network,
several novel technologies are employed in a WDM-PON, including colorless ONUs,
virtual private network, optical multicast and survivable architecture design for

protection.

2.3.1 Colorless ONUs

The simplest way to achieve the upstream transmission in a WDM-PON is to employ
wavelength-specific ONUs or colored ONUs, which means the lasers incorporated in
different ONUs have different working wavelengths for the upstream traffic. However,
these colored ONUs greatly increase the cost of deployment, administration and
maintenance, as wavelength-specific source is needed and wavelength alignment is
required at each ONU. Therefore much research efforts have been focused on how to
realize colorless ONUs in a WDM-PON in order to lower the cost of the network by
standardizing ONUs with one specification. Incorporating a tunable laser in an ONU
is a simple way to realize colorless ONUs, but the key challenge exists in how to
reduce the cost of a wavelength-tunable laser source to be commercially available for
access network applications. Some low-cost wavelength-tunable transceivers have
been proposed in [33-34]. Spectrum-slicing is another typical way to realize colorless
ONUs, in which the centralized broadband light source at the OLT, is spectrally-sliced
at the RN before being distributed to each ONU as upstream carriers for data
modulation. In such schemes, no light sources are required at the ONUs, but only one

cost effective broadband light source is needed for upstream transmission instead,
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which can be LED [17, 35-38], Fabry-Perot (FP) laser [37], or supercontinuum-based
broadband light source [17]. However the centralized broadband light source usually
have limited system performance due to its incoherent nature. In order to improve the
system performance, injection-locking and wavelength seeding schemes have been
proposed, in which Fabry-Perot (FP) laser diodes [38-39], reflective semiconductor
optical amplifiers (R-SOA) [40-43] or vertical-cavity surface-emitting laser (VCSEL)
[44] were employed at the ONUs and injected by the spectrum-sliced seeding
wavelengths from a broadband light source based on the amplified spontaneous
emission (ASE) at the OLT. However, the data rates of such schemes were limited to
around 1.25 Gb/s. The remodulation schemes proposed in [45-47] was another
approach to realize colorless ONUs, and could provide higher data rates for upstream
traffic. In such architectures, the downstream data carried on the dedicated
downstream wavelengths were delivered to their destined ONUs, at which the
downstream power was split into two parts. One part was used for downstream data
reception, while the other part was used as the light source for the upstream
transmission and remodulated by the upstream data via an optical modulator. Since
the downstream carrier was reused for upstream transmission, the downstream data
should be erased at the upstream transmitter so as not to affect the upstream traffic.
The downstream data could be erased from upstream transmission either by
pre-coding upstream data with downstream data [45] or utilizing the orthogonalities
between different modulation formats, such as OOK versus DPSK [46], OOK versus

FSK [47], OOK versus inverse-RZ [48], and DPSK versus dark (inverse)-RZ [49]

2.3.2 Virtual private network
WDM-PONSs can realize high speed point-to-point transmissions between the OLT
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and the ONUs, but it has not considered any private communication between ONUs
without relayed by the OLT. Virtual private network (VPN) is a network service
overlaid on other networks to provide a group of subscribers in different sites with
private and securc communications. Therefore an optical VPN in WDM-PON, which
realizes all-optical inter-connections among ONUs, is highly desirable, because it can
greatly increase the networking capability and reduce the transmission latency by
enabling inter communications among ONUs. Some feasible schemes were proposed
to overlay all optical VPN onto a WDM, either by employing AWG [50-53], RSOA

[54], DPSK modulation format [55] or OCS-DPSK modulation format [56].

2.3.3 Optical multicast

WDM-PONs support two-way point-to-point data transmission between the OLT and
the individual subscribers, via the respective designated set of wavelengths.
However, with more diverse multimedia and data services available for broadband
access, the access network has to be flexible enough to cope with various different
modes of data or video delivery such as broadcast and multicast, in addition to
point-to-point transmissions. Hence, the same data or video scrvice can be delivered
to a designated subset of subscribers or ONUs, and the connections can also be
flexibly rcconfigured at the OLT. Multicast transmission in a WDM-PON significantly
enhances the network resource utilization efficiency for multiple destination traffic
and improves the networking capability. Optical multicast can be realized by
establishing one-to-many lightpaths on the optical layer, and thus reduces the loading
of the electronic network processors or routers on the network layer and achieves
much higher processing speed. Several interesting schemes have been proposed to

overlay optical multicast onto a WDM-PON, either by using additional light sources
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[57], subcarrier multiplexing technique [58-60], or the characteristics of specific

modulation formats [61-63].

2.3.4 Survivable architectures for traffic protection

WDM-PON is an attractive solution to realize optical broadband access. However, the
PON architecture employed in a WDM-PON limits its protection characteristics. In
order to avoid enormous loss in data and business due to any possible fiber cuts,
survivable network architecture is highly desirable. The survivable architecture can be
designed into a tree topology and utilize group protection mechanism [64-68] or the
cycling property of an AWG [69-71] for traffic protection. Besides, ring structure is
also considered when designing survivable architectures for WDM-PONs [72-79],
since a ring structure can provide a good property of protection by duplicating
protection fibers to offer redundant paths, and locating path protection switching at

both the CO and the subscribers.

In this thesis, we will focus on the optical multicast realizing and survivable
architecturc design in WDM PONs which can enrich the networking capability of the
network. In chapter 3, we will introduce our optical multicast overlay schemes either
by controlling the polarization and the optical power of the downstream multicast data,
or by optical carrier suppression to generate subcarriers for multicast traffic. In
chapter 4, we will introduce our survivable WDM-PON architecture, which is simple
and centrally-controlled, with colorless ONUs by employing optical carrier
suppression technique. Besides, we will also propose a survivable architecture for

WDM/TDM hybrid PON employing ring topology to connect end users in chapter 4.



Chapter 3
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Chapter 3 Optical mutlticast overlays in WDM-PONs

3.1 Introduction

WDM-PON is regarded as a promising approach to deliver high speed services to
both business and residential subscribers. Common WDM-PONs support two-way
point-to-point data transmission between the OLT and the individual subscribers, via
the respective designated set of wavelengths. However, with more diverse
multimedia and data services available for broadband access, the access network has
to be flexible enough to cope with various different modes of data or video delivery
such as broadcast and multicast, in addition to point-to-point transmissions to enrich

the networking capability.

Broadcast transmission in a WDM-PON [80] increases the networking capability by
delivering copies of information to all subscribers without the requirements of the
subscribers. Thus service providers may have to use much bandwidth resource to
deliver unnecessary information to certain customers and some sensitive information
may be leaked to others. On the contrary, in a multicast transmission [57] the same
data or video service can be delivered to a designated subset of subscribers or ONUs,
and the connections can also be flexibly reconfigured at the OLT, which significantly
enhances the network resource utilization efficiency for multiple destination traffic
and improves the cost effectiveness while keeping the security of information within

the designated subset of subscribers or ONUs.

Multicast transmission in a WDM-PON can be realized in an electrical method, but
loading the electronic network processors or routers on the networking layer and the
processing bandwidth of electronic components will limit the processing speed.

Therefore, optical multicast realized by establishing one-to-many light paths on the
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optical layer, which can achieve much higher piocessing speed by teducing the
loading of the electionic netwotk components, 1s very attiactive In oider to realize
optical multicast overlay on a WDM-PON, two crucial featuies have to be caiefully
designed, namely how to oveilay the multicast traffic to the existing netwoik
infiastructure which 1s carrying the two-way pomt-to-point tiaffic, as well as the

overlay control technique for connection reconfiguration

In this chapter, we will fust review several typical schemes pioposed to optically
overlay the multicast data onto the existing pomt-to-point or unicast wavelengths m
WDM-PONs Then we will propose owr own schemes to oveilay multicast onto a
WDM-PON 1) A WDM-PON with polarization-assisted multicast overlay contiol
and 1ts variant, 2) An optical multicast ovetlay scheme using optical sub-carriets for
WDM-PONs, 3) Optical overlay of two independent multicast stieams on a
WDM-PON Fmally, we will provide a comprehensive compaiison on all the

proposed schemes 1n this topic

3.2 Previous WDM-PON architectures with

multicast capability

Several 1interesting schemes [57-63] have been proposed to optically ovetlay the
multicast data onto the existing point-to-point or unicast wavelengths in WDM-PONS,
using various feasible and practical optical signal processing techniques The common
principle 1s to selectively enable or disable the broadcast setvice supermposed on
each downstream wavelength at the OLT, such that only the designated subset of
ONUs can propetly tetiieve the bioadcast service But the mechanisms to ovetlay the

multicast signal onto the existing point-to-point atchitecture o1 the realizations of the
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addittonal multicast function can be quite different, accoiding to which we have
sorted the previous schemes into thiee categoiies overlay scheme based on additional
light sources [57], ovetlay schemes utilizing subcartier multiplexing [58-60], overlay

schemes using the characteristics of specific modulation formats [61-63]

3.2.1 Overlay scheme based on additional light sources
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Fig 3 1 A multicast enabled aichitectuie based on additional light sources [57]

Fig 3 1 shows a WDM/TDM PON architecture with multicast capability based on
additional light sources [57], n which WDM was used fo1 traffic routing and TDM
for tunable laser shaiing A fixed laser stack composed of N fixed lasers was utilized
for multicast data transmussion, while a tunable laser source shaied among ONUs
based on time division multiplexing performed unicast data transmission Multicast
and unicast traffic could be sumultaneously wavelength multiplexed using the free
spectral range (FSR) periodicity of the two stages of AWGs Since there was no hight
generation 1n ONUs, the ONU was kept colorless and simple The tunable laser used
here could 1educe the system cost and allowed dynamic bandwidth allocation, as time

slots could be dynamically assigned depending on the transmission tequirements
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However, additional light sources would incur high cost for both subscribers and
operators. Subcarrier multiplexing technology could overlay multicast data

transmission onto a typical WDM-PON system without additional light sources.

3.2.2 Overlay schemes utilizing subcarrier multiplexing
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Fig. 3.2 Multicast enabled system utilizing subcarrier multiplexing [68]

Fig. 3.2 shows a WDM-PON architecture with multicast capability using subcarrier
multiplexing technology [58]. In this scheme, a set of directly-modulated distributed
fecedback (DFB) lasers located at the OLT carried the downstream point-to-point
(unicast) NRZ-ASK signals, while the subcarrier multiplexed (SCM) downstream
multicast BPSK video signals generated by a common radio frequency (RF) video
transmitter were superimposed onto the unicast channels, via an optical modulator
(OM), e.g., Mach—Zehnder modulator (MZM). All downstream channels from the
OLT were fed nto a feeder fiber before being delivered to the dedicated ONUs. At the
ONU, the combined multicast SCM BPSK signal and the unicast NRZ-ASK signal
were converted into electrical signals, via a wide-band photo detector, before being

separated by different electrical filters. The multicast control was realized by
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changing the bias current of DFBs in order to control the extinction ratio (ER) of the
unicast NRZ-ASK signal, so that the multicast subcarrier signals could be enabled
when the ER was low or disabled when the ER was high. In this scheme, no
additional optical light sources were needed and the multicast control was centralized
at the OLT, which reduced the system cost and management difficulty. However, light
sources were nceded for the upstream transmission which made ONUs complex and
colored. Also the transmission capacity was limited since it provides only 1.25 Gbp/s
for unicast transmission and 155 Mbp/s for multicast transmission. Moreover, several
dedicated electronic devices, including subcarrier modulation module, local frequency
synthesizer, and RF combiner were required at the transceivers to modulate and

demodulate the subcarrier signals, which dramatically increased the system

complexity.
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Fig. 3.3 Another multicast enabled WDM-PON architecture based on SCM [59]

Nl

Fig. 3.3 shows another multicast enabled WDM-PON architecture based on SCM [59],
which requires less costly dedicated electronic devices at the OLT and no additional
light sources at the ONUs compared with structure demonstrated in [58]. In this
scheme, continuous wavelength (CW) light sources, mstead of direct-modulated DFB
lasers, were externally intensity modulated by the downstream NRZ-ASK unicast

signal. And the multicast SCM video signals, generated by mixing a 10-GHz clock
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signal with a 1 25-Gb/s, was subcaiiier multiplexed onto the unicast ASK data via the
MZM Sumilar to [58], multicast contiol was realized by changing the extinction 1atio
of the downstieam NRZ-ASK signals except that this scheme changed the bias
voltage of the intensity modulator to realize different extinction ratios Since the
downstieam power was 1eused for the upstieam transmission, no additional hght
sources were needed 1n ONUs, but the optical filter used at the ONU stll kept 1t
colored, which might raise the cost of an ONU The main disadvantage was the
possible intetference among the downstream unicast, multicast and upstream tiaffic,
because they were all amplitude modulated This mterference could lumt the
performance and transmission speed of the system Besides, the delay between the
unicast data and the electrical multicast SCM signal needed to be properly adjusted to

ensure synchronization thiough an electrical phase shifter

o s ~ -

Fig 3 4 A thud SCM based multicast architecture [60]

In order to alleviate the interfeicnce among downstream unicast, multicast and
upstream transmissions, a third SCM based multicast aichitecture was proposed as
shown 1n Fig 3-4 [60] Different fiom previous schemes, a SCM downstream signal

was first generated by a dual-diive Mach-Zehnder modulator (DDMZM), driven by a
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Chapter 3 Optical multicast overlays in WDM-PONs

combined signal of unicast data and a RF clock. The SCM downstream signal,
comprising a central carrier and subcarriers with unicast data on it, were then
separated through an optical interleaver, where the central carrier was separated out
onto a different transmission link for multicast traffic after intensity modulated by the
multicast signal via a common MZM. Meanwhile, the remained subcarriers carrying
unicast signal were delivered to ONUs for unicast data reception. At the ONU, half of
unicast traffic power was reused for the upstream transmission. Because the unicast
data and multicast data passed through two independent transmission links, the
potential crosstalk or interference between them could be much reduced. The
realization of multicast control was carried out by changing the bias current of the
DDMZM which determined the generation of the central carrier in the SCM signal.
Multicast transmission would be enabled if the SCM signal has central carrier but
disabled without central carrier. The system could relieve the crosstalk between
unicast and multicast to some extent through different transmission links, but the
unicast signal might still leak to central carrier. In addition, the unicast data on the
double-sideband subcarrier suffered from serious coherent beating noise and required

additional electric low-pass filter at the ONU for data reception.

The advantages of the above SCM based schemes include: 1) Multicast transmission
requires no additional light sources but are overlaid onto the conventional unicast
transmission, which implies fewer changes to upgrade from conventional
point-to-point system to a multicast enabled system and a lower cost of the system. 2)
The multicast control unit of this system is centralized at the OLT consisting of only
simple electrical switching circuits, Implying convenient management with a
high-speed, effective and centralized switching. 3) The subcarrier multiplexing system

is well-developed with a long period of practical deployment in commercial broadcast
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radio/video services, and thus the SCM based multicast enabled system can be highly
compatible to the existing broadcast systems, reducing the cost and the instability of

the whole architecture.

However, transmission speed of the subcarrier modulated signal in a SCM based
system is limited duc to the processing speed of electrical devices uscd in the SCM
module, which makes SCM not effectively for high-speed multicast systems when
expensive electrical devices with high bandwidth are required. In order to increase the
transmission speed of the system, some multicast overlay schemes using the

characteristics of specific modulation formats have been proposed.

3.2.3 Overlay schemes using the characteristics of specific

modulation formats

e

O
Yo €4

Fig. 3.5 A multicast enabled WDM-PON architecture ecmploying IRZ [61]

Fig. 3.5 depicts a WDM-PON architecture with multicast overlay employing inverse
return-to-zero (IRZ) format [61], which always has power in the second half of the
transmitted bit implying the possibility to carry a second data stream onto this second
half of the bit. Therefore, a single IRZ signal stream can simultaneously support two

different data streams, one for unicast and another for multicast transmission. On the
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contrary, non-return-to-zero (NRZ) with high extinction ratio is incapable to transmit
second data stream on its own because there is negligible power existing when “0”s
are transmitted. In this approach, the multicast control was realized by changing the
modulation format of downstream unicast from IRZ to NRZ. When the unicast format
was IRZ, the multicast differential phase-shift-keying (DPSK) video signal
superimposed on it could be successfully received, but the multicast transmission
would be disabled when unicast data was in high extinction ratio NRZ format. In the
experiment, a logic NAND gate at the OLT driven by a combined signal of clock and
the downstream unicast data was used to generate IRZ format signals for multicast
enabled mode. In the multicast disabled mode, a simple electrical circuit implemented
at each transceiver triggered the unicast to bypass the logic NAND gate, and only
high extinction ratio NRZ could be generated. Multicast DPSK signals were
superimposed onto the downstream unicast data via a common phase modulator after
all the downstream channels were multiplexed at the AWG. At the ONU, half of
downstream power was reused for upstream transmission. The scheme avoided
dedicated high electronic devices at the ONU as both multicast and unicast signals
were directly detected, although some cost-effective electrical logic devices were still
needed for multicast control, and the transmission specd of the system increases to 10
Gb/s. However, IRZ was not often employed in WDM-PONSs, which makes it difficult
to upgrade the existing systcm to multicast function as extra components were

required to gencrate IRZ format.
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Fig. 3.6 Another multicast enabled WDM-PON architecture employing IRZ [62]

Fig. 3.6 depicts another WDM-PON architecture with multicast function using IRZ
data format [62]. Different from the scheme in [61], IRZ was used as the modulation
format for downstream multicast signal not for unicast signal. At the OLT, all the
channels were first modulated by the downstream unicast NRZ data with low
extinction ratio, when a low modulation depth about 0.1 to 0.2 was employed. For
multicast enabled channels, the unicast signals were multiplexed at an AWG before
being fed into a common MZM driven by the multicast IRZ data. Due to the low
extinction ratio of unicast NRZ data, there was enough power to carry IRZ multicast
data even if “0”s were transmitted. For the multicast disabled channels, unicast data
werc multiplexed by another AWG and bypassed the multicast modulation. Only an
optical switch was needed at each transmitter to realize multicast control by changing
the multiplexing path of unicast data. At the ONU, only one photodiode was required
to detect both signals and no complex receiver was demanded. However, additional
light sources were required for upstream transmission. Besides, in order to carry

multicast data, unicast data remained in low extinction ratio, which greatly
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deteriorated the performance of unicast signals. Moreover, since unicast data and
multicast data were both amplitude modulated, multicast data would be affected by

the unicast data.
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Fig. 3.7 A Multicast architecture using DPSK/NRZ orthogonal modulation [63]

Fig. 3.7 depicts a multicast WDM-PON architecture using DPSK/NRZ orthogonal
modulation, which are both popular formats used in a WDM-PON. At the OLT, each
individual downstream channel was first modulated by the
extinction-ratio-controllable NRZ unicast signal via a Mach—Zehnder intensity
modulator and then combined with other downstream channels via an AWG before
fed into a common phase modulator, where the DPSK multicast data was further
superimposed onto them. The combined downstream wavelengths simultaneously
delivered both unicast NRZ data and multicast DPSK signal to the ONUs after
amplified by an erbium-doped fiber amplifier (EDFA). At the ONU, due to the
orthogonality of NRZ and DPSK formats, unicast and multicast data could be both
recovered when the extinction ratio of NRZ signal remained low. On the contrary,
only NRZ unicast could be recovered and multicast transmission was disabled. This
extinction ratio (ER) control was realized at the OLT though a simple electrical switch,
which changes the modulation path of the NRZ unicast data. Although the multicast

and unicast data could be both recovered when the multicast transmission was enabled,
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the performance of unicast data was sacrificed due to its low ER, while the multicast
DPSK data suffered from the intensity fluctuation induced by unicast NRZ data. In
addition, the ER of the downstream unicast data could not be very high to keep its
reusability for upstream intensity modulated data. Therefore, the ONU could remain

simple and colorless, but the performance of the system was limited.

3.3 A WDM-PON with polarization-assisted

multicast overlay control and its variant

3.3.1 Introduction

Multicast overlay is a promising technique to enable more flexible data delivery, a
robust network architecture which can support simultaneous point-to-point (P2P) data
as well as multicast data transmissions for future WDM-PONs. However, the schemes
reviewed above suffer from either high system cost due to additional light sources as
in [57], and limited transmission speed as in [58-60], or system power penalty due to
the reduced extinction ratio as in [61-63]. In this section, we will propose a novel
WDM-PON architecture which can simultaneously support both P2P and multicast
data transmissions. Instead of superimposing the multicast data onto the P2P data on
ecach downstream wavelength, the multicast data is modulated onto part of the
unmodulated power from cach transmitter at the OLT. In this way, the downstream
P2P NRZ data and the multicast DPSK data for each ONU are carried on different
wavelength carriers, thus, the system performance can be greatly improved. No
additional dedicated light source for the multicast data is needed. The control of the
multicast transmission is achieved by controlling the input polarization state of the
unmodulated power from each transmitter to the common optical phase modulator
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(PM) for multicast data modulation at the OLT. We have experimentally demonstrated
10-Gbit/s transmissions for the downstream P2P and multicast data, as well as the

upstream data in a WDM-PON.

3.3.2 Proposed WDM-PON with polarization-assisted

multicast overlay control

3.3.2.1 Proposed system architecture
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Fig. 3.8 Proposed WDM-PON with polarization-assisted multicast overlay control

Fig. 3.8 depicts the proposed WDM-PON multicast overlay architecture with N
optical network units (ONUs). At the OLT, the CW optical power at 2y (for k=1, 2, ...,
N) from the downstream transmitter #k is split into two parts. The first part is
modulated with the respective downstream point-to-point (P2P) NRZ data, via the
optical intensity modulator (IM), before being combined with the other modulated
downstream P2P wavelengths, via an Nx2 array waveguide gratings (AWG), for
delivery to the RN over a fiber feeder. The same AWG 1s also used to route the

upstream wavelengths received from the second fiber feeder to their destined
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upstream receivers. A red/blue (R/B) filter is employed at each transceiver to separate
the received upstream wavelength and the transmitted downstream P2P wavelength,
which are operated in counter-propagating directions. The second part of the CW
optical power from each downstream transmitter is fed into a polarization control unit
before being combined with that from all other downstream transmitters. The
combined signal, which comprises the same set of downstream wavelengths, is then
modulated with the multicast data in DPSK format, via the common PM, before being
delivered to the RN, via a second fiber feeder. At the RN, a 2xN AWG, in which its 1™
and the (N/2+1)" input ports are connected to the first and the second fiber feeders,
respectively, is employed. It routes 4, which carries the downstream P2P data for
ONU#i, from the first fiber feeder and A;, j={[(i-1)*+N/2] mod N }+ 1, which carries
the multicast data from the second fiber feeder, to ONU#i, via its i output port. In
this way, the downstream P2P wavelength and the multicast wavelength received at
the same ONU are always spaced by at least quadruple wavelength spacing and thus
can be separated by an R/B filter. Part of the power of the received multicast
wavelength is re-modulated with NRZ upstream data and thus serves as the upstream
carrier. The upstream wavelengths from all ONUs are sent back to the OLT, via the
second fiber feeder, as shown in Fig. 3.8. Table 3.1 shows an example of the

wavelength assignment.

¢ Blue Band —» — Red Band —»
ONU#1 | ONU#2 | ONU#3 | ONU#4 | ONU#5 | ONU#6 | ONU#7 | ONU#8
p2p Ay A A3 A4 hs Ao A7 hs
Multicast As Ag A7 Ag A Ao A3 g

Table 3.1 An example of wavelength assignment for a WDM-PON with 8 ONUs.

The control of the multicast transmission is achieved by a simple polarization-assisted

scheme at the OLT. It is based on the property that the PM for multicast data
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modulation is polarization dependent with respect to the polarization of the input
optical carrier. From the wavelength assignment, A, j={[(i-1)+N/2] mod N} + 1, is the
multicast wavelength destined for ONU#i. In order to enable the multicast data for
ONU#i, the polarization control unit at the j" transceiver at the OLT should be set to
align the polarization of A, with the principal axis of the crystal in the PM, so as to
maximize the degree of phase modulation. In contrast, the multicast data can be
disabled by switching the polarization of A, to be orthogonal with the principal axis of
the crystal in the PM, so as to minimize the degree of phase modulation. The
polarization control unit can be realized by employing commercially available
polarization switch module or dynamic polarization controller to perform the

polarization conversion.

3.3.2.2 Experimental demonstration
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Fig. 3.9 Experimental setup of proposed polarization-assisted WDM-PON. IM:
optical intensity modulator, PM: optical phase modulator, DI: delay interferometer,
PC: polarization controller, R/B: Red/blue filter, ATT: optical attenuator, EDFA:
Erbium-doped fiber amplifier, DSF: dispersion-shifted fiber.

Fig. 3.9 shows the experimental setup. A CW light at 1541.23 nm was

intensity-modulated by a 10-Gb/s 2°'-1 pseudorandom binary sequence (PRBS) P2P
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data, while another CW light at 1547.63 nm was phase-modulated by the 10-Gbit/s
multicast data. A polarization controller (PC) was placed before the PM to serve as the
polarization control unit for multicast control. We have characterized the polarization
sensitivity of the PM for DPSK modulation by varying the input polarization. Fig. 3
shows that the performance of the demodulated DPSK signal suffered from BER floor
when the deviation of the input polarization from its optimal state was beyond 52°
and the respective eye diagram almost closed. This can be adopted as the threshold for
polarization switching. Then, the P2P and multicast data were combined by an R/B
filter before being fed into an EDFA, where they were amplified to 7 dBm. The
downstream signals were delivered to the ONU, via a piece of 20-km
dispersion-shifted fiber (DSF), which was used to emulate a dispersion compensated
link. At the ONU, the P2P and multicast wavelengths were separated by an R/B filter.
The P2P signal was directly detected. On the other hand, the multicast signal was fed
into a 50/50 fiber coupler, where half of its power was fed into an optical delay

interferometer (DI) for demodulation before direct detection, while the other half was
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Fig. 3.10 Measured performance of the demodulated DPSK signal versus the input
polarization to the optical phase modulator. Insets show the respective eye diagrams at

different input polarizations.
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re-used as the upstream carrier, which was then intensity modulated with the 10-Gb/s
2°'-1 PRBS NRZ upstream data. The upstream signal was then sent back to the OLT,
via the 20-km DSF and an optical circulator, before it was separated from the

downstream signal and detected.

We have also measured the bit error rate (BER) performance of the 10-Gb/s
transmissions of the downstream P2P data, the multicast data, as well as the upstream
data. Fig. 3.11 shows the BER performance of the downstream P2P NRZ and
multicast DPSK data for both back-to-back and 20-km transmissions. The P2P NRZ
data and the multicast DPSK suffered from about 1-dB and 1.2-dB power penalty
after 20-km transmission, respectively, due to possible Rayleigh backscattering, while
they showed sensitivity improvement by 7 dB and 4 dB, respectively, as compared
with the measurements, as reported in [63]. When the multicast transmission was
disabled by polarization control of the multicast wavelength at the OLT, the received

DPSK signal suffered from severe eye-closure and thus could not be demodulated

properly.
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Fig. 3.11 BER measurements of 10-Gb/s downstream transmissions P2P NRZ data:

(® <)y, multicast DPSK data (® 0,
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Fig. 3.12 shows the BER measurements for the upstream transmission. About 2.3-dB
power penalty was measured after 20-km transmission under both multicast-enabled
and multicast-disabled conditions, which might be due to the Rayleigh backscattering
in the bi-directional transmission on a single fiber. The about 0.3-dB power penalty
for multicast ON condition compared with multicast OFF might be caused by the

phase-to-intensity conversion present in the upstream carrier.
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Fig. 3.12 BER measurements of 10-Gb/s upstream transmission Multicast-enabled

(® 0), multicast-disabled (8,0,

In our experiment, the power fed into transmission link was about 7 dBm. The
downstream loss caused by transmission, optical circulator and R/B filter was around
7 dB, thus the power after R/B filter was around -3 dBm. The reccived power for P2P
data provided more than 16 dB system margin, while the the received power for
multicast data after DI was around -11 dBm, implying around 7 dB system margin.
Another portion of the multicast power was remodulated by an IM, which induced
about 6 dB loss, so the received power at OLT was around -18 dBm without

amplification. However, by using amplifier before multiplexer, the system can provide
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enough power margin for the upstream transmission.

3.3.3 Varied WDM-PON with switch-assisted multicast

overlay control

With the same idea to provide a separate path for the multicast data from downstream
point-to-point data without additional light sources by the cross-use of the
downstream wavelengths, we change the control method at the OLT together with the
modulation formats for both P2P and multicast data. Here we use an optical switch in
place of the polarization controller, while multicast data are modulated in ASK format

and unicast in DPSK format.

3.3.3.1 Proposed system architecture
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Fig. 3.13 Proposed WDM-PON with switch-assisted multicast overlay control

Fig. 3.13 depicts the varied multicast overlay scheme for a WDM-PON with N ONUs.
At the OLT, the CW optical power at Ay (for k=1, 2, ..., N) from the downstream

transmitter #k is split into two parts. The first part is modulated with the respective
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downstieam pomt-to-point DPSK data, via the optical phase modulator (PM), before
being combined with the other modulated downstieam point-to-point wavelengths, via
an Nx1 AWG, fo1 delivery to the RN over a piece of fiber feeder The same link 1s also
used for the upstream ASK transmission An R/B filter 1s employed at each
tianscetver to separate the 1ecerved upstream signal and the transmitted downsticam
point-to-point signal, which are opeiated n countci-propagating directions  The
second patt of the CW optical power from each downstieam transmutter 1s fed mto an
optical ON/OFF switch, where a simple control of multicast 1s 1ealized, before being
combined at another NxI AWG The combined signal, which compuises the same set
of downstream wavelengths, 1 then modulated with the multicast data in ASK format,
via the IM, before being delivered to the RN, via the second fiber feeder At the RN, a
2xN AWG, 1 which 1ts 1% and the (N/2+1)™ input potts are connected to the fitst and
the second fibet feeders, respectively, 1s employed It itoutes A,, which cariies the
downstream pomt-to-pomnt data for ONU#1, from the first fiber feeder and A,
1={[(-1)+N/2] mod N }+ 1, which caities the multicast data from the second fiber
feeder, to ONU#1, via its 1™ output port In this way, the downstieam pomt-to-point
wavelength and the multicast wavelength received at the same ONU aie always
spaccd by at lcast quadruple wavelength spacing and thus can be separated by an R/B
filter Part of the power of the 1eceived point-to-point DPSK downstieam wavelength
1s 1e-modulated with the upstream ASK data and thus serves as the upstteam cartier
The wavelength assignment 1s the same as that i the polarization-assisted scheme
The multicast overlay conttol 1s achieved by a simple optical ON/OFF switch at each
optical transcerver at the OLT, which 1s to control the power for multicast

transmisston for each transceiver
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3.3.3.2 Experimental demonstration
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Fig. 3.14 Experimental setup of proposed switch-assisted WDM-PON

Fig. 3.14 shows the experimental setup. A CW light at 154123 nm was
intensity-modulated by a 10-Gbit/s 2°'-1 pseudorandom binary sequence (PRBS)
multicast data, while another CW light at 1547.63 nm was phase-modulated by the
10-Gbit/s point-to-point data. An optical ON/OFF switch was placed before the IM
for multicast control. Then, the point-to-point and multicast data were combined by an
R/B filter before being fed into an EDFA, where they were amplified to 7 dBm. The
downstream signals were delivered to the ONU, via a piece of 20-km
dispersion-shifted fiber (DSF), which was used to emulate a dispersion compensated
link. At the ONU, the point-to-point and multicast wavelengths were separated by an
R/B filter. The multicast signal was directly detected. On the other hand, the
point-to-point signal was fed into a 50/50 fiber coupler, where half of its power was
fed into an optical delay interferometer (DI) for demodulation before direct detection,
while the other half was re-used as the upstream carrier, which was then intensity
modulated with the 10-Gb/s 2°'-1 PRBS NRZ upstream data. The upstream signal
was then sent back to the OLT, via the 20-km DSF and an optical circulator, before it
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was separated from the downstream signal and detected.
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Fig. 3.15 BER measurements of 10-Gb/s transmissions: downstream point-to-point
DPSK (O, ®), downstream multicast ASK (&, @), upstream ASK (O, @)

We measured the bit error rate (BER) performance of the 10-Gb/s transmissions of the
downstream multicast data, the point-to-point data, as well as the upstream data,
shown in Fig. 3.15. The downstream multicast ASK data and the point-to-point DPSK
data suffered from about 1-dB and 1.2-dB power penalty after 20-km transmission,
respectively, while they showed sensitivity improvement by 6 dB and 5 dB,
respectively, as compared with the measurements, reported in [63]. In the upstream
transmission, about 2.3-dB power penalty was measured after 20-km transmission.
This might be due to the Rayleigh backscattering and phase-to-intensity conversion

present in the upstrecam carrier.

Although the control of the multicast transmission on individual was achieved
differently, either by controlling the input polarization state of the unmodulated power

to the common optical modulator for multicast data modulation or by switching on/off
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of the unmodulated power, via an optical ON/OFF switch, one using
polarization-controller and another using on/off optical switch, both systems have
shown a great performance improvement by providing a separate path for the
multicast data and eliminating the performance limitation of unicast data due to its
low ER as in [63]. Besides, the orthogonality of ASK and DPSK modulation formats
was utilized to eliminate the interference among different kinds of data. Any other
modulation formats that have the orthogonal property can be used. In this scheme, we
chose ASK and DPSK modulation formats due to their low cost and complexity.
However, power penalty was observed after 20-km transmission under both
multicast-enabled and multicast-disabled conditions, which might be due to the
Rayleigh backscattering in the bi-directional transmission on a single fiber. In the next
part, we will introduce another multicast-supporting WDM-PON architecture using
optical carrier suppression technique, which inherits the advantage of
polarization-assisted structure, but alleviates the Rayleigh backscattering that existing

in the bi-directional transmission on a single fiber.

34 An optical multicast overlay scheme using

optical carrier suppression technique (OCS)

3.4.1 Introduction

In this section, we propose and demonstrate a novel optical multicast overlay scheme
which can eliminate the possible Rayleigh backscattering effect existing in
polarization-assisted and switch-assisted schemes, while keeping the main advantages
of them, such as no sacrifice in unicast data and no additional light sources for
multicast transmission with colorless ONUs. It is based on the optical carrier
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suppression (OCS) technique [81] at the OLT so as to generate the sub-carriers or
sidebands for multicast ASK data modulation. The downstream unicast data is
modulated in DPSK format, which will be re-modulated with the upstream ASK data
at the respective destined ONU. The control of the multicast transmission is achieved
by simply setting the control clock signal at the OLT. Simultancous 10-Gb/s
operations for downstream and upstream unicast traffic, as well as downstrcam

multicast traffic have been demonstrated with satisfactory performance.

3.4.2 Proposed architecture based on OCS

3.4.2.1 System architecture
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Fig. 3.16 The WDM-PON with OCS optical multicast overlay scheme. F1 & F2: fiber
feeders, FBG: fiber Bragg grating, IM: optical intensity modulator, EDFA: Erbium
doped fiber amplifier, DI: delay interferometer.

Fig. 3.16 depicts the proposed WDM-PON with N ONUs. At the OLT, the CW light
from each transmitter is first modulated by a composite signal, which comprises a
sinusoidal control clock signal and the downstream unicast NRZ data, via a

Mach-Zehnder optical intensity modulator (IM) in order to generate central carrier
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suppressed  sub-carriers for multicast-enabled transmission mode. As for

Mach-Zehnder optical modulator, the output field can be described as below [82]:
Ay
14

T

E,.()=E, (:)cos{%- ] (1)

where E (f)is the incident optical field, V, (7)is the modulating electrical signal
applied to the modulator, V_is the half-wave voltage of the modulator. In the OCS
process, modulating signal,V, (¢), is a control clock signal and can be written as:
V.@)=0+&)_ +aV, cos(24t) 2)
The first part of (2) is the bias current applied to the IM, and the second part is the
control clock with a frequency of f,, both of which are normalized to ¥, using the
termse and o . Assume the incident optical signal is a normalized sinusoidal signal
with a frequency of f;, and expressed as:

Eur (I) = 805(2791‘[}{) (3)

Using (1), (2), and (3), the output optical field can be expressed as follows:
E, ()= cos[% (14 &) + arcos(27f,1)] - cos(27f, 1) (4)

In order to analyze (4), we use Bessel function to expand the output optical field

Emnr (t) » and we ge[:

E, 0= %Jo (o ;) cos[(1+¢€) g] cos(w,t) (5)

+ i {(=1) Jy (x —g—) sin[(1+ &) izr—] cos[amyt £ (2k —Dw,t]
+(=D*J,, (a %) cos[(1 + g)%] cos(@,t + 2k, 1)}
27f = w (6)

where J isthe ith Bessel function of the first kind. In order to suppress the central

!

carrier, the component at @, in (6) should equal to zero, or satisfies the condition:
1
EJ"(a%Jcos[(l - g)g]cos(a)[];) =0 )

From which we get:
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Jn(a%) =0 or cos[(l—i—g)%] -0 8)
In this article, we set the bias of IM at v_(£=0) also known as 1ts null ttansmission
point, then the components at @, 1s suppressed together with all the even tetms The
IM used here 1s not only for the OCS but also foir the generation of DPSK data, which
1s also known as OCS-DPSK format Therefore a combined signal of a control clock
and the unicast data 1s used to drive the IM The peak-to-peak driving voltage (V) of
both the contiol clock and the unicast data should be twice of the half-wave voltage
(V) of the IM In this way, the optical central carrier 1s suppressed, while the two
generated sidebands (optical sub-caitters) ate carrymng the unicast data mn DPSK
format One of the generated optical sub-catriers 1s then filtered off and reflected, via
a fiber Bragg grating (FBG) The reflected optical sub-catriers from all transmitters at
the OLT are combined, via a WDM multiplexer, befote being fed into a common IM
for multicast ASK data modulation The multicast composite signal 1s then delivered
over the fiber feeder (F2) and demultiplexed at the remote node (RN) befoie being
detected at their respective destined ONUs On the other hand, the subcarier at the
ttansmission output port of the FBG 1s transmitted to the 1espective ONU, via the
fiber feeder (F1), to deliver the unicast data At the ONU, part of the received unicast
DPSK data 1s demodulated, via an optical delay interferomcter (DI), befoic duect
detection The 1est of the downsticam power 1s then fed mnto an IM for upstream ASK
data modulation The upstieam signal 1s then transmutted, via the fiber feeder (F2),
back to the respective receiver unit at the OLT As the downstream unicast signal and
the upstieam signal are carried on different fiber feeders, while the upstieam signal
and the multicast signal ate carried on different optical sub-carriers, though on the

same fiber feeder, the possible Rayleigh backscattering effect 1s much alleviated
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(@) Multicast Enabled: With Control Clock for OCS at OLT
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Fig. 3.17 Spectra of downstream carrier to illustrate the principle of multicast overlay
control via OCS.

The control of multicast transmission for individual downstream channel is achieved
by turning on or off the control clock signal at the respective transmitter at the OLT as
shown in Fig. 3.17. When the control clock is present, the subcarrier for multicast data
modulation is generated, hence multicast transmission is enabled. On the contrary,
when the control clock is absent, the subcarrier is no longer generated, thus there is no
optical power available to carry the multicast data and disables the multicast
transmission, but the central carrier still exists for unicast transmission. The multicast

control of all transmitters is performed at the OLT only.
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3.4.2.2 Experimental demonstration
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Fig. 3.18 Experimental setup. DSF: dispersion shifted fiber, PM: optical phase
modulator, ATT: optical attenuator. Insets show the (i) output spectrum of the PM; (ii)
reflected spectrum of FBG; (iii) transmitted spectrum of FBG. Horizontal scale:
0.5nm/div.

Fig. 3.18 shows the experimental setup for the proposed scheme. A CW light at
1536.41 nm was first fed into a 40-Gb/s optical IM, driven by a 30-GHz clock to
perform OCS and create two sub-carriers, hgp at 1536.17 nm and Agwa at 1536.65 nm.
The two sub-carriers were then phase modulated by a 10-Gb/s 2*'-1 pseudorandom
binary sequence (PRBS) unicast data, via an optical phase modulator (PM), to
generate OCS-DPSK signal. This procedure of OCS-DPSK signal gencration could be
simplified with a single IM, as suggested in Fig. 3.17, but a broadband clectrical
combiner was needed. The OCS-DPSK signal, with a carricr suppression ratio of
about 20 dB, as shown in Fig. 3.18 insct (i), was fed into an FBG with a reflection
FWHM passband of 0.38 nm and a reflectivity of 99%, as depicted in Fig. 3.19, so as

to separate the two optical sub-carriers. The sub-carrier Agpi , as shown n Fig, 3.18
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inset (i1), was reflected into an IM, where it was intensity modulated by the 10-Gb/s
2°'-1 PRBS multicast NRZ data and amplified to about 3 dBm before being fed into a
piece of 20-km fiber feeder (DSF2). Dispersion-shifted fiber (DSF) was employed to
emulate dispersion compensated links for the fiber feeders. At the transmission output
port of the FBG, g2, as shown in Fig. 3.18 inset (111), was amplified to about 5 dBm
and delivered the downstream unicast DPSK data to the ONU, via another piece of
20-km fiber feeder (DSF1). At the ONU, the multicast data was directly detected. In
addition, half of the received unicast DPSK signal power on Ay is fed into an optical
DI for demodulation and detection; while the other half was re-used as the upstream
carrier, which was then intensity modulated with the 10-Gb/s 2°'-1 PRBS upstream
NRZ data. The upstream ASK signal was then sent back to the OLT, via DSF2, before

it was separated from the downstream signal and detected.
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Fig. 3.19 Frequency response of the FBG

In order to characterize the performance of optical subcarrier separation, via the FBG,
we have measured the power ratio of the transmitted signal to the reflected signal of

the FBG at the source wavelength, when the two optical sub-carriers generated from
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the source CW wavelength, via OCS with the presence of the 30-GHz clock
(multicast-on) and the central carrier with the absence of the 30-GHz clock
(multicast-off). The results were depicted in Fig. 3.20. When the source wavelength
was set around 1536.41 nm, the power ratio was almost close to 0 dB under the
multicast-on case, implying both of the scparated optical sub-carriers were separated
with equalized intensity; while the power ratio was close to 15 dB under the

multicast-off case, implying good suppression of the multicast signal.
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Fig. 3.20 Power ratio of the transmission power of the FBG over the reflective power
of the FBG when the clock is 30 GHz

Fig. 3.21 shows the measured BER performances when the multicast was enabled by
turning on the control clock signal to generate the optical sub-carrier for the multicast
modulation. Less than 0.5-dB penalty was obscrved for the unicast, the multicast and
the upstream data after transmission, showing receiver sensitivity improvements by
about 5 dB and 3 dB, for unicast and multicast transmissions, respectively, as
compared with the previously reported approach [63]. Fig. 3.22 shows the
bit-error-rate (BER) performances when the multicast was disabled by turning off the

control clock signal. The receiver sensitivities for downstream unicast and upstream
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signals were degraded by 1.2 dB and 1.6 dB, respectively, after transmission, as
compared with the multicast-enabled case This could be attributed to the non-ideal
reflectton passband of the FBG, which mnduced excessive filtering to the central
carrier when the control clock was absent. This could be alleviated by employing a

FBG with steeper edges 1n 1ts reflective pass-band.
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Fig. 3.21 BER measurements when multicast 1s enabled
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Fig. 3.22 BER measurements when multicast 1s disabled

In our experiment, the optical power fed into the fiber feeder was about 3 dBm and 5
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dBm for multicast and unicast signals, respectively. The losses caused by transmission,
optical circulators and DI were around 5 dB, 1 dB, and 5 dB respectively. Thus, at the
ONU, the optical power for unicast data detection after DI was around -8 dBm,
providing more than 9-dB system margin, while the optical power for multicast
detection was around -3 dBm, implying around 14-dB system margin. Another
portion of the unicast power was re-modulated at the ONU, via an IM, which induced
about 6 dB insertion loss. Thus, the received optical power of the upstream signal at
the OLT was around -15 dBm without amplification. However, by employing an
optical amplifier before the WDM multiplexer at the OLT, the system could provide

enough power margins for the upstream transmission.

3.4.3 Modified version of the scheme
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Fig. 3.23 The WDM-PON with modified multicast overlay scheme. F1 & F2: fiber
feeders, FBG: fiber Bragg grating, IM: optical intensity modulator, EDFA: Erbium
doped fiber amplifier, DI: delay interferometer.

Fig. 3.23 depicts the modified multicast WDM-PON architecture with N ONUs and
the modifications are made at the OLT. Basically, at each transceiver of the OLT, the

unicast data is modulated onto the generated optical sub-carriers at the output of FBG,
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via an optical phase modulator, instead. In this way, the non-ideal frequency response
of the FBG will bring less phase-to-intensity noise to not only the multicast data but
also the unicast data as well as the upstream data compared with the scheme shown in
Fig. 3.16. This is attributed to the fact that phase modulation broadens the spectrum of
the signal. When the phase modulation is performed before the FBG filtering, as in
Fig. 3.16, thc non-ideal frequency response of the FBG may convert the phase
information into amplitude fluctuation, which deteriorates the signal performance.
Such phase-modulation induced spectral broadening also reduces the optical carrier
suppression ratio during the OCS process, and thus hinders the optical sub-carrier
separation through the FBG. With the modified scheme, these impairments can be
alleviated and thus leads to improvement in the system performance. In addition, the

requirement for the control clock frequency can be relaxed.
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Fig. 3.24 Experimental setup of the modified scheme. Insets show the (i) output
spectrum of the PM; (ii) reflected spectrum of FBG; (iii) transmitted spectrum of FBG.
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We have measured the BER performance to verify this possible improvement, using

the experimental setup as shown in Fig. 3.24. Fig. 3.25 shows the measured BER
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performances with the presence of the 30-GHz control clock signal so as to generate
the optical sub-carrier for the multicast modulation. Less than 0.3-dB penalty was
observed for both the unicast and the multicast data, while about 0.5-dB penalty was
observed for the upstream data after 20-km transmission. These showed receiver
sensitivity improvements by about 1 dB and 0.8 dB, for the downstream and the
upstream transmissions, respectively, as compared with the performances of the
original scheme depicted in Fig. 3.21. Fig. 3.26 shows the BER performances with the
absence of the control clock signal, thus the multicast transmission was disabled. The
receiver sensitivities for the downstream unicast and the upstream signals were
improved by 2.3 dB and 2.5 dB, respectively, after transmission, as compared with the
performances of the original scheme depicted in Fig. 3.22. This larger improvement
compared with multicast-enabled case was mainly attributed to the fact that the
central optical carrier was closer to the non-ideal reflection edge of the FBG when the
control clock was absent, thus would suffer from much more severe excessive

filtering at the FBG.
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Fig. 3.25 BER measurements when multicast is enabled
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Fig. 3.26 BER measurements when multicast is disabled

In the experiment of the modified scheme, the optical power fed into the transmission
link was about 3 dBm and 5 dBm for the multicast and the unicast signals,
respectively. The losses caused by transmission, optical circulators and DI remained
the same as in the original scheme. Thus the system margin for the unicast and the
multicast transmissions were improved by 1 dB, to around 10 dB and 15 dB,

respectively. While the system margin for upstream transmission was also improved

by about 0.8 dB.

3.4.4 Control clock frequency requirement and residual

Rayleigh backscattering effect

In the modified scheme, we have investigated the performances when the frequency
of the control clock at the OLT are reduced to 20 GHz as well as 15 GHz. Fig. 3.27
shows the measured BER performances when the multicast transmission was enabled
with the presence of the 20-GHz control clock. The receiver sensitivities after 20-km

transmission were degraded by about 0.2 dB and 0.3 dB, for the downstream and the
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upstream transmissions, respectively, as compared with that when the clock was
30-GHz, as dcpicted in Fig. 3.25. These negligible degradations might be attributed to
the slight reduction (from 23 dB to 21 dB) in the optical carrier suppression ratio. Fig.
3.28 shows the BER performances when we set the control clock frequency to
15-GHz. The receiver sensitivities for the downstream unicast and multicast signals
were deteriorated by 1.1 dB and 0.6 dB, respectively, after transmission, while about
1.3-dB degradation was observed for the upstream signal, as compared with that
depicted in Fig. 3.25. These larger degradations might be attributed to the larger
reduction (from 23 dB to 15 dB) in the optical carrier suppression ratio when the
control clock frequency was 15 GHz. The closer spacing between the two subcarriers
would induce more noises due to phase-to-amplitude conversion at the FBG, and
induced more degradation to the upper optical sub-carrier than the lower optical

sub-carrier,
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Fig. 3.27 BER measurements with multicast enabled when the control clock

frequency is 20-GHz.
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Fig. 3.28 BER measurements with multicast enabled when the control clock
frequency is 15-GHz.

As shown in Fig.3.23, the system architecture guarantees no Rayleigh backscattering
(RB) effect in the feeder fibers, as the upper feeder fiber has only unidirectional signal
transmission, while the lower one has bi-directional signal transmissions, but on
different wavelengths. However, in practice, due to non-ideal separation of the two
generated optical sub-carriers at the OLT, the residual spectra would lead to possible
wavelength overlapping or crosstalk in the lower feeder fiber. This wavelength
overlapping between the optical sub-carriers would introduce possible RB. We have
characterized such residual RB in our experiment under three values of the control

clock frequency at the OLT, and the results were tabulated in Table 3.2. The residual

Control clock frequency at Rayleigh Backscattering (dB)
OLT Upstream Multicast
15 GHz 0.32 0.30
20 GHz 0.30 0.28
30 GHz 0.28 0.25

Table 3.2 Residual Rayleigh backscattering
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RB for all the three condition were less than 0 32 dB both for the multicast and the
upstream transmissions, which implied neghgible RB in our scheme This was due to

the relatively low power 1n the wavelength overlapping component

3.4.5 Simultaneous transmission of two sets of multicast

data
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Fig 329 A WDM-PON with an overlay scheme to realize simultaneous tiansmission
of two sets of multicast data F1 & F2 fiber feeders, FBG fiber Bragg grating, IM
optical ntensity modulator, EDFA Erbmum doped fiber amplifier, DI dclay

interferometer

In this section, we extend our scheme to realize simultaneous multicast transmission
of two sets of data streams over a WDM-PON Fig 3 29 depicts the WDM-PON with
an optical ovetlay scheme to support two sets of multicast data Compated with the
scheme, illustrated 1n Fig 3 23, we further superimpose the second set of multicast
data 1 DPSK format (multicast data 2), via orthogonal modulation technique, onto
the first set of multicast data in ASK format (multicast data 1) An additional PM 1s
employed after the multicast IM modulatot so as to support modulation of the second
set of multicast data in DPSK format In order to realize the simultaneous

ttansmussions of the two multicast data, we add an electrical attenuator and switch to
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control the extinction ratio (ER) of the multicast data 1. When the ER of the multicast
data 1 (ASK), is reduced, the multicast data 2 (DPSK) modulated on the multicast
data 1 (ASK) can be successfully demodulated and thus simultaneous transmission is
enabled. On the other hand, when the ER of the multicast data 1 is set to be higher
than 4.7 dB [83], the multicast data 2 (DPSK) modulated on the multicast data 1
(ASK), can no longer be properly demodulated at the ONU, due to the excessive

induced intensity fluctuation, thus multicast data 2 is disabled.
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Fig. 3.30 BER measurements when single multicast is enabled.
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Fig. 3.31 BER measurements when two multicasts are enabled.
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Fig. 3.30 shows the BER performances when single multicast (either multicast data 1
or 2) was enabled. After 20-km transmission, the power penalties were about 0.4 dB
for the downstream unicast transmission and 0.6 dB for both the downstream
multicast and the upstrcam transmissions. Fig. 3.31 shows the BER performances
when simultaneous double multicast (both multicast data 1 or 2) was cnabled. As
compared to the results shown in Fig. 3.30, about 5-dB and 5.5-dB reduction in the
receiver sensitivities at 10” were shown for the multicast DPSK signal (multicast data
2) and the multicast ASK signal (multicast data 1), respectively. The relatively large
performance degradation in multicast data 1 (ASK) might be attributed to reduction of
its ER from 8.5 dB to 3.1 dB in the experiment, while that in multicast data 2 (DPSK)
might be due to the intensity fluctuation induced from multicast data 1 (ASK).
However, the simultaneous transmissions of the two sets of multicast data had

negligible degradation on both the downstream unicast and the upstream data.

In this section, a novel multicast based on optical carrier suppression technique to
generate the optical sub-carrier for the multicast data modulation has been proposed
and experimentally investigated. Simple multicast overlay control was performed by
setting the presence of the control clock signal at the OLT. As the downstream unicast
signal and the upstream signal were carried on different fiber feeders, while the
upstream signal and the multicast signal werc carried on different subcarriers, though
on the same fiber feeder, the possible Rayleigh backscattering effect was much
alleviated. Moreover, we have further modified the scheme to alleviate the possible
degradation due to phase-to-intensity conversion at the non-ideal passband edge of the
FBG and relax the requirement of the control clock frequency for OCS. In addition,
we have also successfully demonstrated the simultaneous transmission of two sets of

multicast data over the WDM-PON, using orthogonal modulation technique. However,
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the two sets of multicast data were mutual dependent, which limited the flexibility of

the whole system.

3.5 Optical overlay of two independent multicast

streams on a WDM-PON

In the last section, we have first tried to overlay two multicast streams onto a
WDM-PON, which is believed to further enrich the capability of the whole network
with increased network flexibility, especially for the future network application when
more than one multicast data streams are needed. However, the scheme proposed can
only support two dependent multicast data streams, which have close relationship. In
this section we will propose a WDM-PON system that can simultaneously support

two independent multicast streams.

3.5.1 Introduction

In this part, for the first time, we propose and demonstrate a novel WDM-PON which
can simultaneously support two independent multicast data streams, in addition to the
conventional two-way unicast transmissions. No additional light sources are required
for the additional multicast data stream and ONUs are kept colorless and cost
effective. The control of the multicast transmissions is achieved by controlling the
clock signal for optical tone generation as well as an optical switch at the OLT with
the objective to control the power source generation for different kinds of data
transmissions, including downstream unicast, multicast and upstream data
transmissions. The proof-of-concept experiment of 10-Gbit/s transmissions for all

unicast and multicast data has been carried out.
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3.5.2 Proposed system architecture
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Fig. 3.32 Proposed WDM-PON with multicast overlay supporting two independent
multicast streams. IL: optical interleaver; MUX/DEMUX: wavelength multiplexer/
demultiplexer; OS: optical on/off switch.

Fig. 3.32 depicts the proposed WDM-PON architecture with N optical network units
(ONUs), delivering two independent multicast data streams, labeled as “Multicast
data 1” and “Multicast data 2”. At the OLT, the continuous-wave (CW) light from
each transmitter is first modulated by a clock signal, via a Mach-Zehnder intensity
modulator (IM), biased at the quadrature point to generate three optical tones. The
generated tones are then fed into a fiber Bragg grating (FBG), where one of the
generated tones is filtered off and reflected into the optical switch, which is used as to
control the on-off of the multicast data stream (Multicast data 2). All of the optical
tones for Multicast data 2 from all transmitters at the OLT are combined, via a WDM
multiplexer, before being fed into a common optical intensity modulator (IM) for
ASK modulation of the Multicast data 2. The composite signal is then delivered over
the fiber feeder (F2) and de-multiplexcd at the remote node (RN) before being

detected at their respective destined ONUs, On the other hand, the two optical tones

69



Chapter 3 Optical multicast overlays in WDM-PONs

present at the transmission output ports of the FBG at each transmitter are
phase-modulated by the respective downstream unicast data in DPSK format, before
being combined via a WDM multiplexer. The combined signal is then fed into an
optical subsystem comprising a pair of optical interleavers (IL) with an IM being
placed in the upper arm and an optical attenuator in the lower arm, as illustrated in Fig.
3.32. In the upper arm, due to the periodic spectral response of the ILs, the set of
central tones from all transmitters are extracted from the input combined signal, for
common modulation of the Multicast data 1, via the IM. At the same time, the lower
arm passes the optical tones carrying the individual unicast DPSK data which are
attenuated to lower their influence onto the Multicast data 1. This interference comes
from the residual power in the inset iv of Fig. 3.34 mainly due to the non-ideal
filtering effect of FBG 2 in Fig. 3.34.The combined signal is then delivered to the RN,
via fiber feeder (FI). After being demultiplexed at the RN, the optical tones for
unicast and two multicast data streams are delivered to their respective destined
ONUs. At each ONU, the received optical tone carrying the Multicast data 1, is
separated from that carrying the unicast data, via an TL. Part of the received unicast
DPSK data signal is demodulated, via an optical delay interferometer (DI), before
being directly detected, while the rest of the optical power is fed into an IM for
upstream ASK data modulation before being delivered back to the respective receiver
unit at the OLT, via the fiber feeder (F2). Since the same ILs can be used for all ONUs,
the ONU remains colorless. As the downstream unicast signal and the upstream signal
are carried on different fiber feeders, while the upstream signal and the multicast
signals are carried on different optical tones, though on the same fiber feeder, the

possible Rayleigh backscattering effect is much alleviated.
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Fig. 3.33 Spectra of downstream carrier to illustrate the principle of multicast overlay

fiber control via control clock and optical switch.

The control of multicast transmissions for individual downstream channel is achieved
by setting the bias condition of the IM driven by the control clock signal, as well as
setting the state of the optical switch, at the respective transmitter at the OLT, as
illustrated in Fig. 3.33. When the control clock is biased at the quadrature point of the
IM and the optical switch is in closed-state, the optical tones for the two multicast
data and the unicast data are generated, as shown in Fig. 3.33(a). Hence the
simultaneous delivery of the two multicast data streams is realized. When the control
clock is biased at the quadrature point of the IM and the optical switch is in open-state,

only the transmission for Multicast data 1 is enabled, while the optical tone reflected
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by the FBG is blocked by the optical switch, thus disabling the transmission for
Multicast data 2, as depicted in Fig. 333(b). When the control clock is biased at null
point of the IM and the optical switch is set in closed-state, the central tone is
suppressed, thus Multicast data 1 is disabled, as shown in Fig. 3.33(c), while only
Multicast data 2 is transmitted. When the control clock is biased at null point of the
IM and the optical switch is set in open-state, the central tone is suppressed and the
optical tone reflected by the FBG is blocked by the optical switch, as depicted in Fig.

3.33(d). Hence, both of the two multicast data streams are disabled.

3.5.3 Experimental demonstration
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Fig. 3.34 Experimental setup. Insets show the (i) output spectrum of the IM; (ii)
reflected spectrum of FBG1 (i.e. Multicast data 2); (iii) transmitted spectrum of FBGI,
(iv) spectrum for unicast data; (v) spectrum for Multicast data 1. OC: optical
circulator, BPF: bandpass filter, ATT: attenuator.
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Fig. 3.34 shows the set-up of our proof-of-concept experiment for the independent
control of the two multicast signals. A CW light at 1547.29 nm was first fed into a
40-Gb/s optical IM, driven by a 50-GHz clock to create three optical tones, Ayp at
1546.89 nm, Agwy at 1547.29 nm and Ay at 1547.69 nm, as in Fig. 3.34 inset (i).
They were then fed into FBG1 with a reflection passband of 0.2 nm full width at half
maximum (FWHM) and a reflectivity of 99%, so as to separate out the carrier Agps, as
in Fig. 3.34 inset (ii). A3 was then reflected into an IM, where it was intensity
modulated by the 10-Gb/s 2°l.1 Pseudo Random Binary Sequence (PRBS) NRZ
Multicast data 2 before being amplified to about 3 dBm and delivered on a piece of
20-km dispersion-shifted fiber (DSF) feeder (DSF2). DSF fiber was employed in our
experiment just to emulate dispersion compensated fiber feeders. In practical
implementation, dispersion compensating module may be used to compensate the
fiber chromatic dispersion in the deployed single-mode fiber feeders. At the
transmission output port of FBGI, Aqp and Agwsz as in Fig. 3.34 inset (iii), were
modulated by the 10-Gb/s 2°'-1 PRBS unicast data, via the optical phase modulator
(PM) and separated by the FBG2 with a reflection passband of 0.2 nm (FWHM) and a
reflectivity of 99%. The optical tone Agwa, as in Fig. 3.34 inset (v), was intensity
modulated by the 10-Gb/s 2*'-1 PRBS NRZ Multicast data 1 before being combined
with Agupi, as in Fig. 3.34 inset (iv). The composite signal was then optically amplified
to about 5 dBm before being delivered to the ONU, via another picce of 20-km DSF
fiber feeder (DSF1). At the ONU, Multicast data 2 on Aqw; was directly detected,
while the Multicast data | on Agp2 Was separated from Agy and detected. The unicast
DPSK data on Age was 3-dB split, half for reception and half for upstream
re-modulation by the 10-Gb/s 23,1 PRBS NRZ upstream data, via another IM. The
upstream ASK signal was then sent back to the OLT, via DSF2, before it was

separated from the downstream signal and detected.
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Fig. 3.35 BER measurements of 10-Gb/s transmissions. (a) both two multicast data
streams are enabled; (b) only multicast data 1 is enabled; (c) only Multicast data 2 is
enabled; (d) both multicast data streams are disabled.

The bit error rate (BER) performances of different data streams have been measured.
Fig. 3.35(a) shows the measured BER performances when both of the two multicast
data streams were enabled. Less than 0.5-dB penalty was observed for the unicast, the
multicast and the upstream data after transmission. Fig. 3.35(b), (c) and (d) show the
BER performances when only Multicast data [, only Multicast data 2, and no
multicast data, were enabled, respectively. When compared the BER plots of both of
the downstream unicast and the upstream data as depicted in Fig. 3.35(d), with those
depicted in Fig. 3.35(a)-(c), it was observed that negligible power penalty was
induced to the downstream unicast and the upstream data in the presence of either onc
or both multicast data streams. This might be attributed to the fact that the individual
data streams were carried on different optical sub-carriers, thus avoiding the
interference among them. The varied performances of different kind of data streams

were due to the imperfect filtering of the FBGs used in the experiment.
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3.5.4 Discussion

In this thesis, we have successfully overlaid two independent multicast data streams
on to a WDM-PON by generating subcarriers. Then can we expand the system to
support more mutually independent multicast data streams by generating multiple
subcarriers as in the above scheme or what is the limitation for the number of the
multicast data streams? In order to make our analysis more reasonable, we assume the
network environment is the same as Fig. 3.32, including the similar system
architecture except for more subcarriers are generated, which needs more modulators
at the OLT and receivers at the ONUs. We assume that the multicast streams are
balanced on two transmission links, one for half of the multicast data streams and the
power is amplitude to P dBm after the EDFA and before delivered to RN, in the
experiment P = 5. We also assume the insertion losses of AWG, DI, OC, IL, and
20-km transmission are Lawg , Lpr , Loc , Lir and Loss, which are 5 dB, 5 dB, 1 dB,
3.5 dB and 5 dB respectively in the experiment. Cascaded ILs are used to separate the
subcarriers at the ONU for data reception. Therefore the worst case is the N
subcarrier delivered through the upper transmission link after passing 20 km, AWG at
the RN, (LogaN+1) stages ILs at the ONU before direct detection. We assume the
receiver sensitivity is Rev for multicast data channel. Therefore the number N of
multicast channel must satisfy the worst case stated above:

P—Loss— L,y =L, ‘[log,(N)+1]2Rev 9)
Thus the N <5 in our experimental condition, considering the receiver sensitivity
for multicast data at 10”, which implies we can simultaneously support four mutual
independent multicast data streams in our experiment. Besides the power budget for
downstream transmission, system cost should also be carefully considered, especially

for the ONU, whose cost can not shared by other subscribers. Another limitation
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factor 1s the complexity of the system, due to the use of additional modulatois, ILs
and detectors Motcover, bandwidth for a channel in WDM-PONs can only support

limited number of subcatiiers

O1thogonal ficquency division multiplexing (OFDM) [84] may be a promising
candidate to support multiple multicast data streams, as multi-carriers are used in the
technique OFDM signal has narrower spectrum compared with conventional
modulation technique such as ASK In addition, one OFDM 1eceiver 1s needed at the
subscriber for multi-carrier reception, which can simplify the system cost and
complexity However, a subcartier tone can only carry low-1ate data, and the recerved
need off-line processing, which may limit the ttansmission and processing speed of

the system

3.6 Summary

In this chapter, we have first reviewed several typical multicast enabled aichitectures,
which can be divided into thiee categoties 1n terms of mechanism of i1eahzing
multicast data tiansmussion, including overlay scheme based on additional hight
sources [57], overlay schemes utilizing subcarrier multiplexing [58-60], and oveilay
schemes using the oithogonal modulation formats [61-63] Using additional hght
sources could support additional multicast, but the system cost would be gieatly
increased [57] The SCM based schemes requiring no additional light souices realized
the centralized control for multicast transmission at the OLT and wete highly
compatible to the existing broadcast systems, since the subcarrier multiplexing system
was well-developed [58-60] However, the transmission speed of the subcaitier

modulated signal 1n a SCM based system was limited due to the processing speed of
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electrical devices used in the SCM module. The schemes using orthogonal modulation
formats could increase the data rate, but the performance of unicast data was
sacrificed since the multicast data would be superimposed onto them and their ER

remained low [61-63].

In order to improve the system performances while keeping the advantages in [57-63],
such as no additional light sources, centralized multicast control, and high speed
transmission, we have proposed our own schemes to overlay multicast onto a
WDM-PON: 1) A WDM PON network with polarization-assisted multicast overlay
control and its variant; 2) An optical multicast overlay scheme using optical
sub-carriers; 3) optical overlay of two independent multicast streams on a WDM-PON.
In the polarization-assisted multicast enabled architecture and its variant, by the
cross-use of wavelengths, a separate path was provided for the multicast data from
downstream point-to-point data without additional light sources, which guaranteed the
transmission performances in for both multicast and point-to-point signal, but the
system might suffer a lot from the Rayleigh Backscattering effect because same
wavelengths were delivered on the same link although in different directions. In the
multicast overlay scheme using optical sub-carriers, by employing optical carrier
suppression technique at each downstream optical transmitter at the OLT, two
coherent optical sub-carriers were generated to carry the 10-Gb/s downstream unicast
DPSK signal and the 10-Gb/s downstream multicast ASK signal, separately without
any additional light sources. As the downstream unicast signal and the upstream
signal were carried on different fiber feeders, while the upstream signal and the
multicast signal were carried on different optical sub-carriers, though on the same
fiber feeder, the possible Rayleigh backscattering effect was much alleviated.

However, the system failed to support two independent multicast data streams
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simultaneously. In last scheme, by controlling a sinusoidal clock signal and an optical

switch at the optical line terminal (OLT), the delivery of the two multicast data, being

carried by the generated optical tones, could be independently and flexibly controlled.

As shown in Table 3.3, we have compared all the multicast schemes mentioned in this

chapter in terms of data rate, electrical device usage and performance tradeoff, etc.

Centralized Upstream Unicast No. of
Data rate
control remodulation sacrifice multicast
Scheme with extra
2.5-Gb/s Yes Yes No 1
source [57]
SCM based 1.25-Gb/s &
Yes No Yes 1
scheme (1) [58] 155-Mb/s
SCM based
1.25-Gb/s Yes Yes Yes 1
scheme (2) [59]
SCM based
2.5-Gb/s Yes Yes No l
scheme (3) [60]
IRZ/DPSK
10-Gb/s Yes Yes No |
scheme [61]
IRZ/ASK scheme
2.5-Gb/s Yes No Yes 1
[62]
ASK/DPSK
10-Gb/s Yes No Yes 1
scheme [63]
Polarization-
) 10-Gb/s Ycs Yes No 1
assisted
Switch-
) 10-Gb/s Yes Yes No 1
assisted
Based on
10-Gb/s Yes Yes No 1
OCS
Supporting two
) 10-Gb/s VYes Yes No 2
multicast streams

Table 3.3 Comparison of different multicast schemes
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Notably, all the multicast-enabled schemes have realized centralized multicast control
in the central office or at the OLT, guaranteeing an effective implementation and
convenient management, which could also reduce the maintenance cost. Besides, all
the multicast schemes except [57], needed no additional light sources for multicast
transmission. For the transmission data rate of the systems, the data rates for the SCM
based schemes [58-60] and scheme using IRZ/ASK [62] were remained as low as 2.5
Gb/s compared with other schemes using orthogonal modulation formats [61,63] and
our proposed schemes. These were mainly because the limited transmission speed for
SCM system in [58-60] and strong crosstalk between IRZ and ASK in [62]. In
addition, in all the SCM based schemes and orthogonal modulation formats based
schemes [62-63], the ER of unicast data were reduced to carry the multicast data,
therefore there was the performance sacrifice for unicast signals. However, in our
proposed systems, multicast data were carried onto a different transmission link from
the unicast data, either by the cross-use of the downstream wavelengths or using
sub-carriers modulation. Considering the cost for the WDM-PON system, especially
the complexity and cost for the ONUs, colorless-ONU schemes are attractive by
making all ONUs in the same module, which lows the cost of manufacturing.
Moreover, a colorless ONU requires no light source for upstream transmission, which
not only lower the cost of the ONU but also easier the monitoring of it, since no
temperature or current control is needed for the laser sources. A typical way to realize
a colorless ONU is to remodulate the downstream power for upstream transmission,
marked as upstream remodulation. In all the schemes, only schemes in [58, 62-63]
failed to realize colorless ONUs, mainly due to modulation formats in the schemes. In
the term of system complexity, most schemes realized colorless ONUs and required
one optical modulator at the OLT, except the schemes for two multicast data streams.

One more modulator was needed for the second multicast stream and some optical
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interleavers were for sub-carriers division. Except all the difference mentioned above,
our last scheme has first successfully overlay two independent multicast streams onto
a WDM-PON, and system was analyzed expandable to support four independent

multicast streams at most, which was believe to further increase the network

capability.
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4.1 Introduction

WDM-PONs have now been considered as an attractive and promising approach to
provide broadband services to a large number of subscribers in optical access
networks, with the recent availability of low-cost commercial optical components.
The broadband demands have increased sharply both in enterprise and residential
sides with the increasing popularity of the Internct-bascd applications, such as
multimedia and intcractive services, which makes the whole network more and more
data-centric, and any component or link failure may cause huge loss of data or even
business. However, in a conventional WDM-PON, each ONU communicates with the
central office with a dedicated set of wavelength channels. This structure has more
networking capability compared with some time-division-multiplexed PON, such as
E-PON [4] or G-PON [5], but can only provide limited protection feature. Therefore,
how to increase the networking survivability [20, 85] has become an
intensively-discussed issue in WDM-PON architecture design, since highly available
and reliable data transmissions are required in nowadays networks even in some

unpredicted scenarios, such as fire or flooding.

Fault management is a crucial issue to realize the networking survivability in an
optical network. Some conventional approaches to fault management are based on
diagnosis in higher layers [86], in which status reports collected from various
checkpoints are used for network management. However, this kind of high-layer fault
management imposcs cxcessive overhead in network management and lowers the
signal processing speed. Thus in order to facilitate the system effectiveness in network
protection, survivability is supposed to be realized in optical layer by simple fiber link

or equipment duplication with protection switching or some other schemes with
83



Chapter 4 Survivable architectures for WDM-PONs

resources reservation for protection. Considering the relatively long time to repair a
fiber cut, a survivable PON architecture with protection switching against any fiber
cut is highly desirable. Such protections on optical layer can guarantee a short
distortion time as short as tens of milliseconds, and reduce the amount of data loss

during service disturbing.
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Fig. 4.1 Survivable architectures for PONs suggested by ITU-T G.983.1 [5]

ITU-T G983.1 has suggested four protections architectures for conventional
tree-topology PON system with different protection level as shown in Fig. 4.1 [5].
The basic idea is to duplicate fiber links and/or components for protection. Fig. 4.1(a)

protects the feeder fiber by only duplicating it, while Fig. 4.1(b) additionally doubles
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the transceivers for the backup transmission. In Fig. 4.1(c), optical transceivers both at
the OLT and the ONU are duplicated as well as the transmission links including
feeder fibers and distribution. In addition, the optical power splitters at the remote
node (RN) are also doubled. In this way, any failure in cither optical component or
fiber link can be recovered. The architecture demonstrated in Fig. 4.1(d) is similar to
that in Fig. 4.1(c) except for an additional power splitter circuit located at the RN to

protect the ONUs without duplicated optical transceivers.

WDM-PONSs have inherent the structure characteristics of PON system as well as the
protection mechanisms used in PONs. In this chapter, we will first review several
typical survivable architectures for WDM-PONs, which realize protections in optical
layer. Then we will propose our own survivable WDM-PON architecture using optical
carrier suppression technology. After that, we will further discuss the survivability
issue in wavelength division multiplexing/time division multiplexing (WDM/TDM)
hybrid network, which is attractive as it can further increase the network reach,
transmission capacity, and reduces the cost per subscriber compared with
WDM-PONSs, and propose a self-protected WDM/TDM PON architecture using a ring
topology to connect the subscribers. Finally, we will provide a comprchensive

comparison on all the proposed schemes in this topic.

4.2 Previous survivable WDM-PON architectures

WDM-PON is an attractive solution to realize optical broadband access. In order to
avoid enormous loss in data and business due to any possible fiber cuts, survivable
network architecture is highly desirable. Recently, several survivable architectures
[64-71, 72-79] have been proposed to provide protection and restoration functions in

WDM-PONSs. The common principle to achieve the survivability is to flexibly realize
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the light path diversity by adopting alternate light path routing of the wavelength
channels on the existing network architectures to bypass the failed fiber links for
protection with minimal duplicated resources. The network topology, which decides
the physical paths or connections between OLTs and ONUs, actually determines the
light path diversity in a WDM-PON. Therefore, the previous schemes are sorted into
two categories according to the network topology: tree topology [64-71], and ring

topology [72-79].

4.2.1 Survivable architectures with tree topology

Tree topology is a popular network topology adopted in a WDM-PON, in which each
ONU communicates with the OLT via a dedicated set of wavelengths for downstream
and upstream transmissions, and wavelength routing is realized by a wavelength
multiplexer located at the RN. Therefore, the WDM-PON with tree topology can
employ the protection structures shown in Fig. 4.1, except that the power splitter is
replaced by a wavelength multiplexer at the RN. In this section, we will review
several survivable architectures with tree topology, which are divided into two
categories according to the different protection mechanisms: architectures utilizing

group protection mechanism [64-68] and the ones utilizing AWG cyclic property

[69-71].
4.2.1.1 Architectures utilizing group protection
mechanism

Fig. 4.2 shows a survivable architecture for WDM-PONs employing group protection
mechanism, in which two adjacent ONUs were grouped to provide mutual protection

against any failure happened in the distribution fibers [64].
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Fig. 4.2 A survivable architecture for WDM-PONS5 using group protection at the ONU
and its wavelength assignment [64]

The two ONUs in the same group were connected to the OLT via the same output port
of the AWG at the RN with a piece of protection fiber between them. The same copy
of the downstream signals of the group could reach both ONUs with proper
wavelength assignment according to the periodical spectral property of thc AWG as in
Fig. 4.2(c). By the usc of the blue red filter, and the pair of protection switches in each
ONU together with the protection fiber between, one ONU had preserved a potential
transmission link for the other in the same group. In the working mode, the dedicated
downstream and upstream wavelength could be routed to its destined receiver with the
default setting of the protection switches as shown in Fig. 4.2(a). When there was a

fiber cut between a particular ONU and the RN as shown in Fig. 4.2(b), power loss
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could be detected by the monitoring units i the ONU gioup, which triggered the
states of the piotection switches Then the affected downstream and upstream
wavelength could be rerouted to the RN wvia its adjacent ONU on the pieserved
potential ttansmission link without disturbing the normal tiaffic of the adjacent ONU,
since OLT still kept connection with 1t In this way, the ONUs in the same gtoup
provided mutual protection to each other and the OLT was kept transparent to such

fiber failure

The same ONU-grouping 1dea was also employed m the references [65-67], which all
have similar aichitectures compared with that i [64] except for the reduced number
of optical couplers needed at the RN by employing a novel wavelength assignment as
in [65] or simplified ONU structure with 1educed number of optical switches in [66]
Different fiom [64-66], in which the protection switching was realized at the ONU, a
survivable architecture proposed n [67] had all protection switching performed at the
OLT This so-called centially controlled structure could greatly convenient the
management and maintenance of the network and simply the ONUs
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Fig 4 3 A sutvivable architecture for WDM-PONSs using group protection in the OLT

and 1ts wavelength assignment [68]
88



Chapter 4 Survivable architectures for WIDM-PONs

The group protection mechanism could not only be realized at the ONU, but also
realized in the OLT. Fig. 4.3 has shown a centrally controlled survivable architccture
for WDM PON with group protection performed in the OLT [68]. At the OLT, every
two adjacent transceivers, designated for particular ONUs, formed a group via a pair
of 2x2 optical switches. By the use of the optical switch as well as the blue red filter,
one transceiver alternated the transmission link of the other from its working path to
its protection path through the state change of the optical switch with the novel
wavelength assignment according to the free spectrum range (FSR) of the AWGs used
in the system as shown in Fig. 4.3(c). Whenever a feeder or distribution fiber
connected to an ONU was broken, the switching state of the corresponding optical
switch at the transceiver would be automatically toggled without affecting any other
normal working channels. Except for the group protection mechanism, there were
some other typical survivable architectures adopting the cycling property of the AWG

used in the system.

4.2.1.2  Architectures utilizing AWG cycling property

A survivable WDM PON with self-protection capability utilizing the cycling property
of AWG was shown in Fig. 4.4, proposed in [69]. In this architccture, two WDM
PONs using different wavebands were connected together to provide mutual
protection. When a fiber failure happened in one network either in feeder or
distribution fiber, with the cyclic property of the AWG, the transmission on the failed
link could be rerouted to its protection link, which was reserved in the neighboring
network. Because of the different wavebands used for two networks, the protection
traffic would not affect the normal traffic even carried on the same network. The

proposed architecture could successfully provide protection for both feeder and
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distribution fibers simultaneously. However, the monitoring unit located at ONUs
failed to realize centrally-control management, which might make the network

management difficult and increase the complexity of ONUs.
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Fig. 4.4 A self-protected survivable WDM-PON in [69]. WC: wavelength coupler,
B/R: blue/red filter, OS: optical switch, M: power monitoring unit.

Another reliable WDM-PON architecture providing self-protection was demonstrated
in Fig. 4.5 [70]. This architecture utilized the periodical and cyclical property of an N
X N AWG for protection any fiber failure in the transmission link between central
office and ONUs including both feeder fiber and distribution fiber cut. The N x N
AWG worked as a combination of two / x (N-/) AWGs, which simultaneously
provided two transmission links between one ONU and central office. In case of the
fiber failure, the monitoring unit at the ONU simply toggled the state of optical switch
and the affected traffic could be rerouted to the protection link from the failed
working link. In order to implement directional transmission, two different
wavelength bands, L- and C-bands separated by the multiple of free spectral range of

the AWG, were adopted for downstream and upstream transmissions respectively as
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shown 1in Fig 4 5(b) Different fiom all pievious schemes, the light sources were
provided by two broadband light sources (BLS), L-band BLS for downsttcam tiaffic
and C-band BLS for upstieam tiaffic Since the two BLS were located at the cential
office, ONUs weie kept colotless, which decreased the costs of operation,

administiation and maintenance Howevel, the use of BLS limuted the data 1ate of the

system
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Fig 4 5 Another protection architecture for WDM-PONSs and its wavelength

assignment plan in [70]

In oider to realizing the centrally-controlled protection switching while keeping
ONUs colorless, a self-smvivable WDM-PON architecture with centialized
wavelength monitoring, protection and restoration for both upstieam and downstream

links was proposed in [71] shown mn Fig 4 6 At the central office (CO), all the
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wavelengths were first fed into a common OCS unit to generate two subcarriers, one
for downstream and the other for upstream transmission. Then each wavelength pair
was divided into two parts before connected to two different network unit controllers
(NUCs). Thus two wavelength pairs, implying two different transmission links, could
be provided to each ONU. When a fiber failure was detected, the corresponding NUC
would toggle the switch and the AWGs routed the affected traffic to the protection
link. Because the light source for upstream was provided by OCS at the CO, the ONU
kept colorless. In this paper, OCS was only used for subcarrier generation for
transmission. However, many optical interleavers used made the scheme complex

although centrally-control was realized with colorless ONUs.
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Fig. 4.6 A self-survivable WDM-PON architecture with centralized wavelength

monitoring, protection and restoration [71]
4.2.2 Survivable architectures with ring topology

Not only tree topology is employed in a WDM-PON, but ring structure is also
considered as a candidate topology for WDM-PONs [29, 87]. Ring structure can
provide a good property of protection by duplicating protection fibers to offer
redundant paths, and locating path protection switching at both the CO and the

subscribers. In this section, we will review some typical survivable architectures
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employing vatious types of ring topology to mimmize the duplication cost and the

system complexity [72-79]

4.2.2.1 Double ring architectures
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Fig. 4.7 demonstrates an optically restorable WDM double-ring network both under
normal mode and protection mode [72]. Under normal working mode as shown in Fig.
4 7(a), the two rings provided independent transmission paths for downstream and
upstream traffic respectively. Under the condition of ring breakage as in Fig. 4.7(b),
the network was divided into two sub-ring networks by the location of the breakage.
In the sub-ring before the breakage site, the traffic at the nodes would not be affected,
but traffic in the sub-ring behind the site would be disturbed. This disturbed traffic
could be quickly restored via changing transmission directions in the rings by using
the simple add/drop circuitries in the affected nodes. Optical switches were needed
both in the central office and the subscriber nodes, which mcreased the difficulty of

management and the system cost.
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Fig. 4.8 A bidirectional WDM self-healing ring network [73]. (a) Node configuration
of the proposed bidirectional self-healing ring network. (b) Schematic diagram of the
bidirectional add/drop amplifier module.
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Another bidirectional WDM self-healing network based on two-ring structure was
proposed in [73] shown in Fig. 4.8. In this architecture, working ring transmitted
bidirectional traffic between access nodes via a bidirectional add/drop amplifier
modules under normal working mode. In case of fiber failure, the bidircctional traffic
was routed to the protection ring. Bidirectional transmission on a single fiber was
cmployed in the network, but the power penalty was less than 0.5 dB power penalty at
an error rate of 107 by using different wavelengths for downstream and upstream

data.

4.2.2.2 Single ring architectures

In order to further reduce the cost and the complexity of the survivable WDM
networks, some architectures based on single ring instead of double rings were

proposed in [74-77].

Fig. 4.9 shows a 1-fiber WDM self-healing ring with bidirectional optical add/drop
multiplexers [74]. In this architecture, two scts of wavelengths regarded as working
and protection channels transmitted in different dircctions, clockwise and
counterclockwisc. In the case of a ring breakage, the affected nodes utilized protection
channels in the counter direction for transmissions by toggling the switches in the
optical add/drop multiplexers. A similar architecture was proposed in [75] with a
re-designed bidirectional add/drop multiplexer (BADM). The switches used in both
CO and RNs could change the direction of the affected traffic in the ring in case of a
ring breakage. However, the BADM might be complicated and protection switching at

both CO and RNs might make it difficult for the network management.

95



Chapter 4 Survwable architectures for WDM-PONs

SAIF d SAlL L
40 hm RO - 0 D5 SO
(1) I -
pscss M 4 ¢ i i ;
- E : J - — — oy :
P % = ==
= = i 4y fes 4 g !
1 TR A ;
: g
................ 5 syt ‘
é]"' by ¢ Nude \ I
FE R L H
: =i '
:'3"l>'|”“’“lq =1 Node D
: 4 : N —_—t H
. . : : i, 4 ' ¥
o B : ‘.“.fld.!“."x“‘_._:,mii. 15:
; o) : | ' '
llllllllllll U" it i
] =
+~. e ’ TS e e I
L el SMT 3 ’ : 3+ SNF2 I
|‘- A TR B S e 10k S e fyy
\ 1 | m AU ke ‘1‘ I
: I : @ e (@ I |
: H I
B -v < Node 73 |
P o e s i e : it G
sl Yo ] R i
13-4
(b) v
i
: Iy
v EDI A

LRTENN SVIE2

= T oA
i lan o [ORYSAD B = ‘] 41 Ran
(m) f secug, S DRI R (m!
L e i T
I 24, I T | iz
i — R | | : - P
P P RIS i g s,
P
¥YY ¥ .
M MEX
20
=
R
v
o N e
I ven number s elengths Odd numbior woreloneths

Fig. 4.9 A 1-fiber bidirectional WDM self-healing ring network [74]. (a) Network
architecture. (b)Diagram of the optical add/drop multiplexer module (B-OADM).

Fig. 4.10 demonstrates another single-fiber survivable WDM ring network with
simple access nodes [76]. Under the normal working mode, the optical switches in the
ANs were all set in bar state as shown 1n Fig. 4.10(a). The downstream and upstream

signals were counter propagating in counterclockwise (CCW) and clockwise (CW)
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directions respectively to the destined ANs. When a fiber failure occurred between
AN2 and ANS3, for example, as shown in Fig. 4.10(b), AN2 and all subsequent ANs in
the CCW direction (e.g., AN1) detected the loss of in downstream data and changed
their optical switches to cross state. Then, AN2 and all the affected ANs could still
communicate with the hub via the CW direction of the ring without interrupting other
in-service data streams, e.g., AN3 and AN4. In this way, the affected traffic due to the
fiber failure was promptly restored and the survivability of the network was assured.
Although the structure of the AN had been greatly simplified compared with that in
[74], the protection switches were distributed in ANs. Another single-fiber
bidirectional WDM self-healing ring network with bidirectional OADM for
metro-access applications was proposed in [77], which performed protection
switching only at the hub, so as to optimize the operation, administration and
management cost. Under the normal working mode, the traffic of the whole network
was balanced onto the two sides of the ring. The traffic of AN, (for i=1,..., N/2)
propagated along the left half of the ring, while the traffic of AN, (for i=N/2+1,..., N)
propagated along the right half of the ring, where N was the number of the ANs
supported by the network. In case of a fiber failure, the traffic of the affected ANs
would be rerouted to the new side of ring from its original side by changing the statc
of corresponding optical switch at the hub. However, ring topology always had a
limitation in supporting a large number of ANs, due to the insertion loss induced by

optical add/drop multiplexer modules.
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Fig. 4.10 A single-fiber survivable WDM ring network and the structure of the access
node (AN) [76]. (a) Under normal mode. (b) Under protection mode.

4.2.2.3 Star-shaped ring architectures

Besides the double and single ring architectures, an interesting survivable optical
star-shaped ring nctwork was proposed in [78-79], as shown in Fig. 4.11. This
architecture could be cost efficient in some areas in which optical cables were already
deployed in star configuration. Based on optical foldback using cyclic property of the
NxN AWG, a closed optical path was configured over the star-wired cable plant,
which made the network logically in tree topology as shown in Fig. 4.11(b). By
utilizing the optical foldback at the OLT and wavelength routing property of the AWG,
another set of backup wavelength paths were provided against any fiber failure
between any pair of the nodes. During any link failure in the network as shown in Fig.
4.11(b), the designated backup wavelength (say As) was activated by changing the

fiber connections at the input ports of the AWG via the optical switch, so as to bypass
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the failed link. However, this architecture failed to provide a fast data recovery,
because the fiber connections at the AWG had to be changed in case of fiber failure as
well as some tunable components. In addition, the size of the network could not be
easily enlarged due to the complex fiber connections at the AWG.
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Fig. 4.11 (a) A survivable optical star-shaped ring network; (b) lightpath diagram,
dotted lines arc the designated protection paths; (c) the protection lightpath 1s adopted
when node 1 failed [78].

4.3 A centrally controlled survivable WDM-PON
based on OCS

4.3.1 Introduction

In this section, different from all the schemes discussed above, a simple centrally

99



Chapter 4 Survivable architectures for WDM-PONGs

controlled survivable WDM-PON architecture, with colorless ONUs, employing an
OCS [81] 1s proposed. The proposed protection switching mechanism is based on
alternate path routing of optical subcarriers generated by applying OCS technique to
the light source in each transmitter at OLT. No additional dedicated light source for
protection switching is needed. Only electronic switches, instead of optical ones, are
required at the OLT to trigger the control clock signal in the OCS process, thus fast
traffic restoration is guaranteed. Both the distribution and the feeder fibers are
protected against the possible fiber cut failure. Besides, by employing
inverse-return-to-zero (IRZ) [88] format for the downstream transmission and
nonreturn-to-zero (NRZ) format for the upstream remodulation, the ONUs remain
colorless and simple. Experimental demonstration of 10-Gb/s transmissions both in

normal working and protection modes have shown a short traffic restoration time.

4.3.2 Proposed system architecture
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Fig. 4.12 The WDM-PON with proposed self-protection scheme. IL: optical

interleaver, M: monitoring unit.

Fig. 4.12 depicts the proposed centrally-controlled survivable WDM-PON

architecture with N ONUs. At the OLT, continuous wave (CW) light from each
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transmitter is first fed into a Mach—Zehnder intensity modulator (IM), biased at null
transmission point, and driven by a composite signal of a control clock and the
downstream data (D-data). The peak-to-peak voltage (V},) of the driving composite
signal should be twice of the half-wave voltage (V) of the IM. In this way, the optical
central carrier is suppressed, while the two generated sidebands (optical subcarriers)
are carrying the downstream data in IRZ format. This is also known as OCS-IRZ
format. Under normal working mode, the control clock signal is off. Thus, OCS is not
enabled and the original input optical carrier works as the normal downstream carrier.
However, when a fiber failure is reported either in feeder or distribution fiber, by
means of monitoring the power outage of the respective received upstream signal at
the OLT, the clock signal is turned on to generate OCS-IRZ downstream data in
protection mode. The downstream wavelengths, either the central carrier under
normal working mode or the generated optical subcarriers under protection mode, are
then combined with all other modulated ones from other optical transceivers at the
OLT, via an NxI AWG (AWGI). Under protection mode of one particular optical
transmitter, one of the generated optical subcarriers falls outside the transmission
passband of the AWG] and is largely suppressed, while the other one remains and is
forwarded to the output port of the AWGI. The downstream wavelengths are then
amplified by a bidirectional Erbium-doped fiber amplifier (EDFA), which can be
constructed by two conventional EDFAs and two optical circulators. The amplified
composite signal is then fed into an optical interleaver (IL), where the central carriers
under normal working mode and the generated optical subcarriers under protection
mode are delivered to the remote node (RN) over the fiber feeders, F1 and F2,
respectively, before they are further demultiplexed at the RN, via 1xN AWG2 and
I1xN AWG3, respectively. These demultiplexed carriers are then combined at their

respective destined ONUs, via two sets of distribution fibers. At each ONU, the
101



Chapter 4 Survivable architectures for WDM-PONs

received downstream wavelength is tapped off by a 3-dB optical coupler, where half
of the received optical power is directly detected to retrieve the downstream data,
while the other half is fed into an IM for upstream data (U-data) remodulation in NRZ
amplitude shift-keying (ASK) format. The upstream signal is then delivered back to
the respective receiver unit at the OLT, where part of the received upstream power is
fed into the monitoring unit (M) for fault monitoring. Any reported fault alarm
(prolonged power outage) triggers the control clock signal for OCS and activates the

protection mode.

Fig. 4.13 shows the downstream optical spectra to illustrate the principle of the
protection mechanism. Fig. 4.13(a) shows the wavelength assignment of all input CW
carriers (A, ..., An), and the transmission passbands of the AWG! at the OLT. It is
assumed that fiber failures have been detected along the lightpaths of both &, and As,
for instance. For the optical carriers under normal working mode (say Ay, A4,..., AN),
the monitoring units at the respective transceivers at the OLT turn off their clock
signals in order to disable the OCS process, and thus only the original input central
carriers exist for the downstream transmission. Due to the spectral separation property
of IL, the normal working central carriers are delivered on the normal working path,
which includes the feeder F1, AWG2 and the respective distribution fibers, via the
cven port of the IL, as illustrated in Fig. 4.13(¢). On the contrary, for the optical
carriers under protection mode (say Az, Az ), the monitoring units at the respective
transceivers at the OLT trigger the clock signal to generate the respective OCS-IRZ
spectra, as shown in Fig. 4.13(b). With the filtering effect of the AWGI, only one of
the two generated optical subcarriers in each case is selected and utilized as the
protection carrier for downstream transmission. Due to the wavelength shift

introduced by OCS, the protection carriers are switched to the protection path
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(including the protection feeder F2, AWG3 and the respective distribution fibers), via
the odd port of the IL, as illustrated in Fig. 4.13(d). The working and the protection
paths are finally combined at the respective destined ONUs. As a result, the possible
failures in either feeders or distribution fibers along the individual lightpaths are
protected, simultancously.
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Fig. 4.13 Spectra of downstream carriers to illustrate the protection principle,

assuming that fiber failures have been detected along the lightpaths of A2 and A, for
example.

4.3.3 Experimental demonstration

Fig. 4.14 shows the experimental setup of a four-wavelength WDM-PON, for
proof-of-concept of the proposed scheme. The four downstream wavelengths were at
Ch1:1546.06 nm (), Ch2:1546.86 nm (A;), Ch3:1547.66 (A;) nm and Ch4:1548.46
nm (A4). The proposed protection scheme was applied to Ch3 and its CW light was fed
into a 40-Gb/s optical IM, driven by a 40-GHz clock signal, which was controlled by

the monitoring unit. The frequency of the clock was related to the spectral property of
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the IL used in the experiment. It could be greatly reduced if an IL with narrower free
spectral range was used. The CW light at Chl, Ch2, and Ch4 were combined before
being modulated by 10-Gb/s 2*'-1 NRZ pseudorandom binary sequence (PRBS), via a
10-Gb/s optical phase modulator, in order to simulate three other in-service modulated
wavelength channels in differentially phase-shift keying (DPSK) format, without
protection. Under the protection mode of Ch3, the control clock signal was enabled to
create two optical subcarriers, Agp at 1547.34 nm, and Agpo at 1547.98 nm; while
under its normal working mode, the control clock signal was disabled and only the
central carrier A3, at 1547.66 nm existed. Ch3 were then fed into another IM, driven
by 10-Gb/s 2*'-1 PRBS precoded IRZ downstream data, before being combined with
other three channels, Chl, Ch2 and Ch4. The downstream signals were amplified to
about 6 dBm, via an EDFA and were forwarded to a 50/100-GHz IL. Under normal
working mode, all four wavelengths were fed into a piece of 20-km dispersion shifted
fiber (DSF), denoted as DSFI, via the even port of the IL. Under protection mode,
only Chl, Ch2, and Ch4 were fed into DSF1, while the two optical subcarriers, Agpi
and g2, at Ch3 were fed into another piece of 20-km DSF, denoted as DSF2, via the
odd port of the IL. DSF was employed to emulate dispersion compensated
transmission path. It could be replaced by standard single-mode fiber with dispersion
compensating module. The wavelength channels were delivered to their destined
ONUs, via AWG2 and AWG3. Under protection mode of Ch3, AWGS3 also filtered out
Asuv2 of the OCS-IRZ signal in Ch3, in order to alleviate the beating effect at the
receiver. At the ONU receiving Ch3, half of the received power was used for
downstream data detection and the other half was reused for upstream data
transmission, via another IM driven by the 10-Gb/s 2%'-1 PRBS upstream NRZ data.
The upstream ASK signal was then sent back to the OLT, where part of the received

upstream data was fed into the monitoring unit to control the protection switching
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whenever a power outage was detected.
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Fig. 4.14 Experimental setup. DSF: dispersion shifted fiber; Bi-EDFA: bi-directional
erbium doped fiber amplifier. Insets show the spectra when channel 3 is in its

protection mode. Horizontal scale: 0.4nm/div.

We have also measured the BER performances of Ch2 and Ch3, when Ch3 was under
its normal working or protection mode. In Fig. 4.15, about 0.3-dB penalty was
observed for Ch2, in all cases of transmissions, between the two operation modes of
Ch3, which might mainly due to the non-ideal filter effect of the AWG. In Fig. 4.16,
about 0.5-dB degradation was observed for Ch3, in all cases of transmissions,
between the two operation modes of Ch3, which might be attributed to the limited
optical carrier suppression ratio in the OCS process and the non-ideal filtering effect
of the AWG, under protection mode. The traffic restoration time was also measured at
the monitoring unit, as shown in inset of Fig. 4.16. About 5-ms switching time was

experimentally observed. This switching time was mainly limited by the IM and the
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electronic switch employed in the experiment.
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In our experiment, the powe

downstream data. The losses

for channel 3

r fed into transmission link was about 6 dBm, for the

induced by fiber transmission, optical circulator, AWG,

and optical interleaver were around 5 dB, 1 dB, 4 dB, and 2 dB respectively. Thus the
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received downstream power for Ch3 was around 12 dBm providing more than 4-dB
margin. Our proposed simple, centrally-controlled, WDM-PON architecture with
colorless ONUs can simultaneously protect against the distribution and feeder fiber

failures with a fast data restoration.

4.4 A survivable architecture for WDM/TDM PONs

Passive optical network, is considered as the future-proof solution to broadband
access network, because it enables a delivery of higher data rate to the subscribers via
optics media, and eases the network maintenance due to its passive nature at the RN,
TDM-PON, such as BPON [5] and EPON [6], have already been standardized and
deployed by network operators for access network applications as a cost effective
approach because the cost can be shared by a large number of subscribers. However,
the architecture may limit the capacity per user and cause a transmission collision as
well as security problem. WDM-PONSs [28] can alleviate the limitations and problems
exiting in TDM-PONs, by providing a subscriber with dedicated wavelength.
Although the capacity it provides to per subscriber can be very high, the cost per
subscriber is also high as it can not be shared by other subscribers, especially for
access nctwork, which is highly sensitive to cost. Therefore, a PON combining
wavelength-division-multiplexing (WDM) and time-division-multiplexing (TDM)
technologies to optimize network performance and resource utilization, known as

WDM/TDM hybrid PON, has attracted more and more attention nowadays [30, 89].

4.4.1 Introduction

A WDM/TDM hybrid network, which combines TDM technology and WDM

technology, can increase the network capacity by enlarging the number of subscribers
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a single wavelength can accommodate, while keeping the cost per subscriber much
lower than that in a traditional WDM-PON, which is essential for access applications.
Thus although the bandwidth per subscriber in a WDM/TDM PON is less than that in
a WDM-PON, it is still considered as a smooth migration from TDM-PON to
WDM-PON, when the cost for a pure WDM-PON is still high especially for
subscribers. This hybrid network based on the PON architecture has limited protection
feature, and any fiber failure may cause enormous loss in data transmission. Therefore,
a survivable architecture for WDM/TDM PONSs is also highly desirable to provide
subscribers with high-available and reliable services. In this part, we will propose a
novel WDM/TDM PON architecture which can provide self-protection using a ring

topology to connect the subscribers.

4.4.2 Proposed system architecture

Fig. 4.17(a) depicts the proposed survivable WDM/TDM hybrid PON supporting
NxM ONUs, where N is number of TDM RN, and M is the number of ONUs a single
TDM ring can support by using the same pair of wavelengths at a TDM RN, say (L,
A’,) used for the downstream and upstream transmissions in the TDM ring at the TDM
RN,. At the OLT, continuous wave (CW) light source from each transmitter is first fed
into a Mach—Zehnder intensity modulator (IM) driven by the downstream data for the
designated TDM RN before combined with other modulated downstream wavelengths
via a Nx| array waveguide gratings (AWG). The combined downstream wavelengths
are delivered to the destined TDM RNs via two pieces of fiber feeders after amplified
by a bidirectional Erbium-doped fiber amplifier (Bi-EDFA). The two pieces of fiber
feeders are connected to the i and (N+i)™ input ports of a 2x2N AWG, whose i and

(N+i)"™ output ports are connected to the i TDM RN via a 2x2 optical coupler. Under
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the normal working mode, the downstream wavelengths will be delivered via the
upper fiber fecder and destined to the TDM RNs after demultiplexed via the 2x2N
AWG. If a fiber failure occurs at any point between OLT and the TDM RN, the power
loss will trigger the 1x2 optical switch at the OLT and the downstream wavelengths
are delivercd to the destined TDM RN via the lower fiber feeder used as the
protection path. At the TDM RN, the downstream wavelength is fed into the TDM
ring composed of M ONUs, and the downstream signals are broadcast to all the
ONUs. The ONU, as shown in Fig. 4.17(b), is simply composed of a 2x2 optical
switch, optical coupler, optical circulator, monitoring unit, receiver and transmitter.
When the downstream wavelength fed into an ONU via the input port, part of the
downstream power will be dropt by the coupler for receiving and detection, while the
left power passes through the ONU and are used for other’s reception. The upstream
transmission from ONU to OLT is added to the TDM ring via the optical circulator. In
order to avoid the collision in the upstream transmission, only one ONU in the ring
can transmit upstream data in a single allocated time slot, which can be realized be a
typical DBA in TDM-PONSs. Besides the protection provided against any fiber failure
between the OLT and the TDM RN, the network can also provide protection against

any fiber failure in the TDM ring at the TDM RN.
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Under normal working mode, as shown in Fig. 4.18(a), the 2x2 optical switches in the
ONUs arc all set in bar state. Thus, each ONU can receive the downstream data and
send out upstream data through the CCW and CW directions, respectively. When a
fiber cut occurs between ONU; and ONUj as shown in Fig. 4.18(b), thc optical
switches in the ONU,, (for /=3, ..., N) are changed from bar state into cross state
while keep the switches in left ONUs unchanged. In this way, the ONUs before the
breakage point unaffected, while the traffic in the other ONUs changes its
transmission direction: downstream transmission propagates along CCW direction
and upstream transnussion along CW direction. Thus the affected traffic due to the

fiber cut is quickly recovered and the survivability of the whole network is assured.

4.4.3 Experimental demonstration
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Fig. 4.19 Experimental setup for the proposed WDM/TDM hybrid PON with two
ONUs.
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Data
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Fig. 4.19 shows the setup of our proof-of-concept experiment for the proposed
WDM/TDM hybrid PON. A CW light at 1546.9 nm was intensity-modulated by a
5-Gb/s 2*'-1 pseudorandom binary sequence (PRBS) downstream data before fed nto
an 1x16 AWG, which was used to emulate a WDM channel for the TDM ring at the
TDM RN. The downstream data were then amplified to about 6 dBm before fed into
the 20-km dispersion shift fiber (DSF). DSF was employed to emulate dispersion

compensated transmission path. It could be replaced by standard single-mode fiber
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with dispersion compensating module. The downstream data were delivered to the
TDM ring either via DSF1 during the normal working mode, or via DSF2 in case of a
fiber cut in DSF1. The optical switching was realized by the optical switch controlled
by the monitoring unit Mg. At the TDM RN, the downstream data were fed into the
TDM ring comprised of two ONUs via a 2x2 optical coupler. In the normal working
mode, the downstream data were broadcast to all ONUs in CW direction, while the
upstream 5-Gb/s 2°'-1 PRBS data, which were intensity modulated onto the upstream
CW at 1559.7 nm via an IM at the transmitter module in each ONU, would propagate
in the CCW direction. When a fiber cut occurs between ONU; and ONU,, the loss of
downstream power in ONU; would toggle the state of the 2x2 optical switch, while
ONU; was unaffected by the fiber cut. In this way, ONU; was quickly restored except

for transmission direction changed.

We measured the BER performance of ONU,. Fig. 4-20 shows the measured BER
performances during the working mode. The back-to-back receiver sensitivities at 10”
were about -22.4 and -22.5 dBm for downstream and upstream transmissions,
respectively.  After 20-km transmission, about 0.4 dB penalty was observed for both
the downstream and the upstream data. Fig. 4-21 shows the BER performances of
ONU; in case of a fiber cut between ONU; and ONU,, which shows similar
performances both in the downstream and upstream transmissions compared with
those in Fig. 4-20. The switching time was also investigated at the monitoring unit M,
as shown in the inset of Fig. 4-21. About 11-ms switching time was experimentally
observed, implying our scheme guaranteeing a fast restoration and survivability. Fig.
4-22 shows the BER performances of ONU; when a fiber cut occurs in DSF1. Similar
performances in the downstream and upstream transmissions were observed in the

experiment. A switching time of about 16-ms was also detected at the monitoring unit
12
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My, as shown in the inset of Fig. 4-22. The different switching time between Mgand

M;, is mainly attributed to the different optical switches we used in the experiment.

In our experiment, the power fed into transmission link was about 6 dBm, for
downstream data. The losses caused by transmission, optical circulator, optical
coupler and optical switch were around 5 dB, 0.5dB, 3dB and 0.5dB respectively.
Thus the power for downstream data detection at ONU; was around -9 dBm providing
more than 13 dB system margin. By using amplifier before multiplexer, the system

can provide enough power margin for the upstream transmission.
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Fig 4 22 BER measurements for ONU; when a fiber cut occurs in DSF1

4.4.4 Discussion

In the experiment, we used 50:50 1x2 optical coupler m each ONU for
proof-of-concept. However, the coupling ratio of the optical coupler used i each

ONU can be optimized, so that a single TDM ring at the TDM RN can accommodate
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a maximum number of ONUs with a satisfied power budget of the proposed network.
In this way, the network capability of the proposed NxM WDM/TDM PON can be
maximized with the variable M optimized, when the variable N is pre-detcrmined. We
assume that the downstream power of a single wavelength is amplified to 6 dBm
before fed into the feeder fiber, and the typical losses for the 20 km transmission,
AWG, 2x2 optical coupler, optical circulator, and optical switch are 5dB, 4dB, 3dB,
0.5dB, 0.5dB respectively. Therefore the power fed into the TDM ring is about -3
dBm. If the coupling ratio of the coupler used in each ONU for dropping downstream
signal is x:(1—x), the total insertion loss for the bypass, dropped and added signals
at each ONU are [-10log,(1-x)+1]dB |, [-10log,,(x)+1]dB  and
[-10log,,(x)+1]dB , respectively. We also assume that a piece of L km fiber between
two adjacent ONUs may cause (0.2xL)dB loss and the PIN receiver sensitivity is
-22.2 dBm at 10” when the data rate is 5 Gb/s. Considering the worst case (under
normal working mode) with M ONUs, the downstream signals for ONUy pass
through (M-1) ONUs, which experience (M —1)-[-10log,,(1—x)+1]dB bypass loss
and [0.2x(M —1)- L]dB transmission loss. Due to the bi-directional EDFA used at
the OLT, the upstream signals can always provide enough power budget for data
reception. Thus we have the following power budget cquation for dropped signal:

02x(M=1)-L+(M -1)-[-10log,,(1-x)+1]+[-10log,,(x) +1]+3+3 =222 (1)
According to the condition in our experiment (L=0 km), the number of the ONUs
supported in the network is plotted as a function of the coupling ratio of the optical
coupler embedded in the ONU, as shown in Fig. 4.23. The maximum M=5 when x in
the range of 0.1 to 0.3, which means the coupling ratio of the coupler for dropping
downstream signals should be chosen from 10:90 to 30:70 when supporting five
ONUs in a single TDM RN without any in-line optical amplifier. We also investigated

the number of ONUs when increase the fiber length between two adjacent ONUs, L in
115



Chapter 4 Survivable architectures for WDNM-PONs

the (1), and found that the TDM ring could still support four ONUs with L=4 km. The
number of supported ONUs can be increased when improve the receiver sensitivity of
the receiver at the ONU by using APD instead of PIN. Moreover, by employing
bi-directional in-line optical amplifiers between adjacent ONUs the power budget

constraint can be greatly relaxed and more ONUs can be accommodated in a single

TDM ring at a TDM RN.
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Fig. 4.23 Number of supportable ONUs as a function of coupling ratio of the optical
coupler in ONUs

4.5 Summary

In this chapter, we have first reviewed several typical survivable architectures for
WDM-PON systems, which can be divided into two categories in terms of topology
employed in the WDM-PON, including the survivable architecture with tree topology
[64-71], and the ones with ring topology [72-79]. The group protection mechanism
was employed in survivable architectures for WDM PON, in which two adjacent

ONUs were grouped to provide mutual protection against any failure happened in the
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distribution fibers [64]. However, the configuration of ONUs was quite complicated
with two optical switches, blue/red filter and WDM coupler. The architectures were
simplified in [65-66], which also employed group protection mechanism at ONUs,
either by reducing the number of optical couplers needed at thc RN [65] or the
number of optical switches used in ONUs. The optical switches used in ONUs made
difficulty in management and maintenance of the network. Thus survivable
architectures having all protection switching performed at the OLT either with group
protection in ONUs [67] or the OLT [68] were proposed. This so-called centrally
controlled structure could greatly convenient the management and maintenance and
simply the ONUs. In order to simplify the configuration of ONUs, some other
survivable architectures utilizing the cyclical property of AWGs were proposed in
[69-71]. The architectures failed to realize central control [69-70] or realize it at the
cost of complicated OLT when many optical interleavers were used in the system [71].
Instead of tree-topology survivable WDM-PON, some ring-topology survivable
architectures were also reviewed. In [72-73], the architectures with double-ring
topology were proposed. Although the networks show good characteristics of data
restoration with fast recovering time, the add/drop modules in the networks might be
complex and the central control could hardly be realized. The architecture could be
simplified to single ring, but the optical add/drop module remained complicated in
[74]. The architecture with single ring in [75] succeeded in simplifying the add/drop
modules, but failed to realized the central control for fault management. In order to
realize the central control in ring-topology architectures, star-ring topology was
employed in [77-79], which was physically configured in star topology but logically
in ring topology. However, this architecture failed to provide a fast data recovery,
because the fiber connections at the AWG had to be changed in case of fiber failure as

well as some tunable components. In addition, the size of the network could not be
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easily enlarged due to the complex fiber connections at the AWG.

We then proposed a simple centrally controlled survivable WDM-PON architecture,
with colorless ONUs, employing OCS technique. The protection switching
mechanism was based on alternate path routing of optical subcarriers generated by
applying OCS technique to the light source in each transmitter at the OLT. No
additional dedicated light source for protection switching was needed. Only electronic
switches, instead of optical ones, were required at the OLT to trigger the control clock
signal in the OCS process, thus fast traffic restoration was guaranteed. Both the
distribution and the feeder fibers were protected against the possible fiber cut failure.
Besides, by employing IRZ format for the downstream transmission and NRZ format

for the upstream remodulation, the ONUs remained colorless and simple.

On the other hand, since a WDM/TDM hybrid network, which combines TDM
technology and WDM technology, can increase the network capacity by enlarging the
number of subscribers a single wavelength can accommodate, while keeping the cost
per subscriber much lower than that in a traditional WDM-PON, we have also
proposed a novel WDM/TDM PON architecture which can provide self-protection
using a ring topology to connect the subscribers, so that high-available and reliable

services can be provide to subscribers.

We compared all the survivable architectures mentioned in this chapter in terms of

network topology, type of switches, location of switches, number of switches,

restoration time, etc, as shown in Table 4.1.
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Network Type of Location of Switch Restoration
topology switches switches Numbers time
The architectuie 1n [64] | Tice Optical ONUs 2N 18 ms
The architecture m [65] | Tiee Optical ONUs 2N 9 ms
The architecture n [66] | Tree Optical ONUs N 3 ms
The architectuie 1in [67] | Tree Optical OLT 1 9 ms
The aichitecture in [68] | Tiee Optical OLT N 3 ms
The architecture 1n [69] | Tiee Optical ONUs N 9 ms
The architecture in [70] | Tiee Oplical ONUs N 4 ms
The architecture m [71] | Tiee Optical OLT N Not shown
The atchitecture in [72] | Double Optical Central and 2+4N Not shown
ung local office
The architecture in [73] | Double Optical Local office | 2N 1 5 ms
ung
The architecture 1in [74] | Single None None None Not shown
1ng
The atchitecture in [75] | Single Electtical Central 4N 8 ms
1ing office and
RN
The architectwie 1in [76] | Single Optical Access node | N 5 ms
Hng
The architectute in [77] | Single Optical Central N 9 ms
1ng office
The architecture in [78] | Stat Optical OLT 1 Not shown
The architecture in [79] | Stat Optical OLT I Not shown
Proposed architecture | Tree Electrical OLT N 5ms
for WDM PON
Proposed aichitecture | Tree & | Optical OLT and N+1 11 ms/
for hybiid PON 1mng ONUs 16 ms

Table 4 1 Compatison of different survivable architectures
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Data rate Protection Colorless ONU Additional
objective sources

The architecture in [64] | 2.5 Gb/s Distribution fiber No No

The architecture in [65] | 2.5 Gb/s Distribution fiber No No

The architecture in [66] | 1.25 Gb/s Distribution fiber No No

The architecture in [67] | 2.5 Gb/s Distribution fiber No No

The architecture in [68] | 2.5 Gb/s Distribution & No No
feeder fibers

The architecture in [69] | 2.5 Gb/s Distribution & No No
feeder fibers

The architecture in [70] | 1.25 Gb/s Distribution fiber No No

The architecture in [71] | 10 Gb/s Distribution & Yes No

feeder fiber

The architecture in [72] | 155 Mb/s Ring No No

The architecture in [73] | 2.5 Gb/s Ring No No

The architecture in [74] | 10 Gb/s Ring No Yes

| The architecture in [75] | 2.5 Gb/s Ring No No

EEEE——

The architecture in [76] | 1.25 Gb/s Ring No No

The architecture in [77] | 2.5 Gb/s Ring No No

The architecture in [78] | 155 Mb/s Distribution fiber No No

The architecture in [79] | 2.5 Gb/s Distribution fiber No No

Proposed architecture | 10 Gb/s Distribution & Yes No
for WDM PON feeder fibers

Proposed architecture | 5 Gb/s Distribution fiber, | No No

for hybrid PON | feeder fiber & ring

Table 4.1 Comparison of different survivable architectures (continued)

Notably, only the survivable architecture proposed in [74], employed additional light

sources for protection channels, which backed up the data all the time and protection
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switches were needed, implying most fast data recovering, but the whole system were
duplicated and the cost were extremely high. Among all the architectures, only the
architectures in [71] and proposed by us for WDM-PONSs had colorless ONUs in the
system with highest data rate, 10 Gb/s, which could simplify ONU and released the
management of ONUs, as no temperature control were needed for light sources in the
ONU. Besides, our proposed architecture for WDM-PONs as well as that in [75],
employed electrical switches instead of optical switches, implying a fast restoration
time with cost effective switches. The location of the switches determines if a
centrally control can be realized in the system, which helps to convenience
management and maintenance. Thus the architectures in [67-68, 71, 77-79] and our
scheme for WDM-PONSs could realize the centralized control for fault management.
The number of switches used in the scheme is another important issue to partly
determine the complexity and cost of the system, N denoted the number of ONUs or
access nodes. The schemes in [67, 78-79] employed only one optical switch, implying
a lower system complexity and cost. Protection objective demonstrates to what extent
the network can be protected. In the tree-topology architectures, a protection against a
fiber cut in both feeder and distribution fibers was preferred, while in the ring based
schemes, a protcction against any fiber cut in the ring was desirable. Our proposed
WDM-PON could provide protection for distribution and fecder fibers simultaneously,
while our proposed hybrid PON could even provide protection for the TDM ring
besides distribution and feeder fibers. Our proposed centralized-control survivable
WDM-PON, which protected feeder and distribution fibers simultaneously with
colorless ONUs, has great advantages over others in system cost and complexity as
shown in table 4.1. Although our proposed WDM/TDM PON failed to realize central
control, it greatly enriched the network capacity by enlarging the number of

subscribers on a single wavelength by combining TDM and WDM technologies.
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5.1 Summary of the thesis

In this thesis, we have investigated two main innovative technologies cmployed in a
WDM-PON to enrich its networking capability: multicast overlay realization and
survivable architecture design. In the first part of the thesis, we investigated previous
multicast enabled WDM-PON architectures and proposed our own schemes and their
variants to overlay multicast traffic onto the existing WDM-PONs. Our schemes have
improved the system performance without additional light sources and successfully
have realized centralized control for multicast transmission at the OLT with colorless
ONUs. In addition, our scheme successfully supported two independent multicast data
streams on a WDM PON. In the second part of the thesis, we investigated the typical
survivable architectures for a WDM-PON, and then proposed a simple centrally
controlled survivable WDM-PON architecture, with colorless ONUs, employing an
optical carrier suppression technique. In our architecture, no additional dedicated light
source for protection switching was needed. Moreover, only electronic switches,
instead of optical ones, were required at the OLT to trigger the control clock signal in
the OCS process, thus fast traffic restoration was guarantced. In this part, we further
employed survivable architecture design into a WDM/TDM hybrid PON, which was
considered as a smooth and economical migration from TDM-PONs to WDM-PONs
by offering large network capacity with a low cost per subscriber. By using TDM
rings in the network, our scheme could provide the protection from the OLT to the

end users.

In chapter 1, optical high speed access networks have been reviewed and the passive
optical network technique for optical access networks was discussed. In particular,
WDM-PONSs, employing wavelength division multiplexing technique in a PON, were

briefly investigated and analyzed

In chapter 2, we reviewed the typical architectures as well as novel techniques for

WDM-PONS, especially networking capability cnabling technologies including
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optical multicast technology and survivable architecture design.

In chapter 3, we have first reviewed several typical multicast enabled architectures,
then proposed our own schemes to overlay multicast onto a WDM-PON: 1) a
WDM-PON network with polarization-assisted multicast overlay control and its
variant; 2) an optical multicast overlay scheme using optical sub-carriers; 3) optical
overlay of two independent multicast streams on a WDM-PON. In the
polarization-assisted multicast enabled architecture and its variant, by the cross-use of
wavelengths, a separate path was provided for the multicast data from downstream
point-to-point data without additional light sources, which guaranteed the
transmission performances in for both multicast and point-to-point signal, but the
system might suffer a lot from the Rayleigh Backscattering effect because same
wavelengths were delivered on the same link although in different directions. In the
multicast overlay scheme using optical sub-carriers, by employing optical carrier
suppression technique at each downstream optical transmitter at the OLT, two
coherent optical sub-carriers were generated to carry the 10-Gb/s downstream unicast
DPSK signal and the 10-Gb/s downstream multicast ASK signal, separately without
any additional light sources. As the downstream unicast signal and the upstream
signal were carried on different fiber feeders, while the upstream signal and the
multicast signal were carried on different optical sub-carriers, though on the same
fiber feeder, the possible Rayleigh backscattering effect was much alleviated.
However, the system could not support two independent multicast data streams
simultaneously. In last scheme, by controlling a sinusoidal clock signal and an optical
switch at the OLT, the delivery of the two multicast data, being carried by the

generated optical tones, could be independently and flexibly controlled.

In chapter 4, several typical survivable architectures either employing tree or ring
topology for WDM-PON systems were reviewed. We then proposed a simple
centrally controlled survivable WDM-PON architecture, with colorless ONUs,

employing an optical carrier suppression technique. The protection switching
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mechanism was based on alternate path routing of optical subcarriers generated by
applying OCS technique to the light source in each transmitter at the OLT. No
additional dedicated light source for protection switching was needed. Only electronic
switches, instead of optical ones, were required at the OLT to trigger the control clock
signal in the OCS process, thus fast traffic restoration was guaranteed. Both the
distribution and the feeder fibers were protected against the possible fiber cut failure.
Besides, by employing IRZ format for the downstream transmission and NRZ format
for the upstream remodulation, the ONUs remained colorless and simple. On the other
hand, we further proposed and experimentally investigated a simple, survivable
WDM/TDM PON architecture. By duplicating the feeder and distribution fibers and
using a TDM ring, the protection function could be provided to any fiber cut in the
network from the OLT to the end OUNSs. Error-free transmissions at BER=10" for
downstream and upstream in either working or protection mode were successfully

demonstrated.

5.2 Future work

In chapter 3, we have suggested our future work on multicast enabled optical
WDM-PON architecture design. We have successfully overlay two indcpendent
multicast data streams onto a typical WDM-PON. Is there any way to overlay more
than two independent multicast streams onto one WDM-PON. One possible solution
for this is to use same technique in the thesis---subcarrier modulation. However, by
analyzing the power budget for downstream traffic in chapter 3, no more than five
multicast data stream can be supported without considering about the limited
bandwidth resource in a single wavelength channel, which may also limit the spacing
between subcarriers. OFDM technique [90] can be promising candidate to solve all
these problems by releasing the rcquirement for power budget and increasing the
spectrum efficiency. We may use different subcarriers in an optical OFDM to carrier

different multicast data streams. However, a subcarrier tone can only carry low-rate
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data, and the received need off-line processing, which may limit the transmission and
processing speed of the system. Besides, a dynamic control for the multicast traffic
may require real-time control of the optical OFDM signals. In the future, we may
further investigate the OFDM-based multicast enabled scheme by using several

subcarriers to carry one multicast stream in order to raise the transmission speed.

Another possible research work for the future is to design a more flexible architecture
for WDM-PONSs, which can not only support multicast data transmission but also
provide self-protection. Subcarrier modulation technique can be readily used for this
purpose, by employing different subcarriers for different function. However, the
problem lays in the system complexity and independent control realization. But it is

believed an interesting research topic in a WDM-PON.

In nowadays, wireless communication and mobile communication have attracted a lot
of attention, since the convenience they bring to one’s daily life. However, these
transmissions may suffer from fading effect and large loss. Radio-over-fiber [91]
system 1s a kind of integration of wireless and wired techniques, which transmits the
radio signals over the optical networks, such as WDM-PON. Optical transmission is a
promising way to provide subscribers high speed and long reach services due to the
low power loss of fibers, compared to the wireless transmission. Thus the idea of
transmitting wireless signal on the wired optical link has attracted much attention
recently, which is also known as the radio-over-fiber system (ROF). Radio-over-fiber
systems can generate and deliver microwave and millimeter-wave wireless signals
through wired optical networks such as PON to many base stations (BSs) that serve a
large number of mobile users. Because of the low loss of fiber transmission, the
coverage of the whole system is increased and the cost is reduced. In my future
research, 1 plan to further investigate the integration of WDM-PON technology with

the wireless technology.
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